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Validation of Monte Carlo Simulations

Monte Carlo simulations in JMONSEL were validated by simulating the sec-

ondary electron (SE) yield of copper and of water as a function of primary

electron energy. For copper, the carefully collected, ultra-high vacuum exper-

imental results of Ding et. al were used as a reference.2 Material parameters

for copper were taken from Lin and Joy.4 The comparison of the simulated

and experimental SE yield is shown in Figure S1(a) with excellent agreement.

Three sources of experimental data for the secondary electron yield of

water are available. Thiel et al. measured SE yield of bulk water in an

environmental scanning electron microscope,7 Suszcynsky et al. measured
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the SE yield of water ice,6 and Baglin et al. measured the SE yield of thin

adsorbed water layers on Cu.1 Figure S1(b), adapted from Joy and Joy’s

work,3 plots these data sets along with our Monte Carlo simulation of bulk

water. Good agreement was found for primary energies above 2 keV. Poorer

agreement was observed for lower energies, but the experimental data is

limited and diverges based on sample conditions. Transient charging that

differs between bulk (Thiel) and adsorbed (Baglin) water may be responsible

for these discrepancies.

Experimentally measured and simulated electron inelastic mean free paths

(IMFP) in liquid water have been summarized in the recent paper by Nguyen-

Truong.5 The most recent simulations and experiments set an upper limit

of ≈ 6 nm the IMFP of electrons between 1 and 2000 eV, and the IMFP

is much smaller than 6 nm over much of this energy range. Thus, despite

the divergence in the low energy results above, any error in calculating the

range of these electrons is insignificant compared to the feature sizes and

diffusion ranges considered here. Moreover, any change in radiolysis yield

for these low energy energy electrons is already averaged into the measured

radiation-chemical yields.
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Figure S1: Validation of Monte Carlo simulations. (a) Comparison of simu-
lated SE yield from copper with the data of Ding et. al. (b) Comparison of
simulated SE from water with measured secondary electron yield from wa-
ter,7, ice6 and adsorbed water on copper.1 The plot of experimental data in
(b) was adapted from reference 3. The 30 keV primary electron energy used
in the experiments described here is marked with a vertical arrow.

Finite Element Simulation

The copper etching process was modelled by solving the continuity equation

for the concentration of dilute species in the liquid volume and the movement

of the liquid-solid boundary. We exploited the radial symmetry of the prob-

lem to reduce the simulation domain to two dimensions. This domain was

given by the depth of the liquid with an 8 µm radius. The initial concentra-

tion for all chemical species were set to zero except for HSO4
– which was set

to 5 M to match experimental conditions. The boundary conditions were set

such that the flux at the top boundary is zero. At the bottom boundary the
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concentration of the oxidizing species was set to zero to reflect instantaneous

etching of copper. The concentrations at the outer radial boundary were

set to their initial values. Expanding the boundary beyond a radius of 8 µm

changed the simulated etch volume by less than 0.001%.

The rates of reactions driven by the electron beam are given by

Ri(r, z) =
Gi

NA

∆E(r, z)

100

IB
q

(1)

where Ri(r, z) is the reaction rate of the ith species in mol m−3 s−1, Gi is

the radiation-chemical yield per 100 eV, NA is Avogadro’s number, ∆E(r, z)

is the average energy absorbed per unit volume per primary electron in eV

m−3, IB is the electron-beam current in amps, and q is the electron charge.

Gi is negative for species undergoing radiolysis. ∆E(r, z) is calculated from

the Monte Carlo model. The chemical reactions not driven by the electron

beam are governed by the rates constants given in the main manuscript.

Diffusion was modelled by treating all species as dilute and using diffu-

sion coefficients for infinite dilution. As noted in the main manuscript this

approximation holds because the change in concentration, and the the dif-

fusive flux, of the HSO4
– remains small. We mapped the mesh so that it

becomes coarser as one moves away from the beam impact point and the re-

gion of etching. The mesh was refined until there results changed by less than

0.01%. The size of the smallest and the largest mesh elements were 1 nm

and 0.15 µm respectively.The simulation was carried out without considering
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heat transfer.

The velocity of the liquid-solid (H2SO4(aq)-Cu) interface was determined

by the normal flux of oxidizing species under the assumption that the elec-

trodeposited copper had the same density as bulk copper. The vertical dis-

placement of the boundary was constrained by the thickness of the copper

layer. The layers below the electroplated copper were not included in the sim-

ulation. An example of how the etching process proceeds in time is shown

in Fig. S2. The evolution of the concentration of S2O8
2– and the moving

liquid-solid interface can be seen at different time scales.
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Figure S2: Hybrid simulation showing the time evolution of the Cu etching
process and the concentration of S2O8

2– when the solution is irradiated with
30 keV electrons, a 1 nA beam current, and 730 nm liquid thickness. Inset
labels indicate the time point of each plot. The outer portion of the sim-
ulation domain (from 4 to 8 µm radius) is not shown to better resolve the
concentrations and etched features.
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