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#### Abstract

This supplemental material contains the implementation details for the AC-AP method, and the functional form and the derivation of the smoothing function $f$ in Eq. (4) of the main text.

\section*{1 Implementation details of the AC-AP method}


The AC-AP method is currently implemented in the LAMMPS ${ }^{1,2}$ code in $\mathrm{C}++$. It contains two parts: the class for the method and the classes for calculating the criterion properties. Both are derived from class Fix by public inheritance. The current implementation only supports the Verlet integrator (run_style verlet). It should be noted that the AC-AP method in itself only produces the atomic weights and their derivatives, and a compatible energy-based AP-QM/MM method is required to utilize this information in actual simulations. In the main text, I used the modSISPA ${ }^{3,4}$ AP-QM/MM method, and its description and pseudocodes can be found in the reference. ${ }^{3}$
The main part of the AC-AP method is implemented by defining the virtual function

[^0]pre_force() inherited from class Fix, which is called by the time integrator after the exchange of atoms between processors (refer to verlet.cpp). The purpose of pre_force() is to calculate the weights $(\lambda)$ of all atoms, and to calculate $\partial \lambda_{\beta} / \partial R_{\alpha}$ which is the quantity in the parenthesis of Eq. (7) in the main text. The pseudocode for pre_force () is shown in the following.

```
procedure PRE_FORCE \(\left(\left\{\xi_{\alpha}\right\},\left\{\frac{\partial \xi_{\alpha}}{\partial \vec{R}_{\beta}}\right\}\right)\)
\(W^{\text {buf }} \leftarrow-\operatorname{RQM}\left(\xi_{\text {min }}^{\text {semi }}\right)\)
for each \(\alpha\)
    do \(R_{\alpha}^{\mathrm{QM}} \leftarrow \operatorname{RQM}\left(\xi_{\alpha}\right)\)
\(C \leftarrow\) GENERATECENTERS \(\left(\left\{\xi_{\alpha}\right\}\right)\)
QM, Buf \(\leftarrow \operatorname{SETUPGROUPS}(C)\)
\(\left\{\lambda_{\alpha}\right\} \leftarrow\) Calculateweights \((\) QM, Buf,\(C)\)
\(\left\{\frac{\partial \lambda_{\alpha}}{\partial \vec{R}_{\beta}}\right\} \leftarrow \operatorname{CALCULATEDERIV}\left(\right.\) Buf \(\left., C,\left\{\frac{\partial \xi_{\alpha}}{\partial \vec{R}_{\beta}}\right\}\right)\)
return \(\left(\left\{\lambda_{\alpha}\right\},\left\{\frac{\partial \lambda_{\alpha}}{\partial R_{\beta}}\right\}\right)\)
```

procedure GENERATECENTERS $\left(\left\{\xi_{\alpha}\right\}\right)$
$C \leftarrow\}$
for each $\alpha$
do if $\xi_{\alpha}>\xi_{\text {min }}^{\text {semi }}$
then $C \leftarrow C \cup\{\alpha\} \cup$ PERIODICIMAGE $(\alpha)$
return $(C)$
procedure PERIODICIMAGE $(\zeta)$
return (periodic images of atom $\zeta$ )
procedure SETUPQMGROUP $(C)$
$\mathrm{QM} \leftarrow\}$
Buf $\leftarrow\}$

```
for each \(\alpha\)
do for each \(\zeta \in C\)
```


procedure calculateweights(QM,Buf, $C$ )
for each $\alpha$
do $\lambda_{\alpha} \leftarrow 0$
for each $\alpha \in \mathrm{QM}$ do $\lambda_{\alpha} \leftarrow 1$
for each $\alpha \in$ Buf

$$
\text { do }\left\{\begin{array}{l}
t \leftarrow 1 \\
\text { for each } \zeta \in C \\
\text { do if }\left|\vec{R}_{\alpha}-\vec{R}_{\zeta}\right|<R_{\zeta}^{\mathrm{QM}}+W^{\text {buf }} \\
\text { then } t \leftarrow\left(1-\lambda_{\alpha, \zeta}\right) t \\
\lambda_{\alpha} \leftarrow 1-t
\end{array}\right.
$$

return $\left(\left\{\lambda_{\alpha}\right\}\right)$
procedure CALCULATEDERIV(Buf, $C,\left\{\frac{\partial \xi_{\alpha}}{\partial \vec{R}_{\beta}}\right\}$ )
for each $\alpha$
do for each $\beta$
do $\left\{\begin{array}{l}\frac{\partial \lambda_{\alpha}}{\partial \vec{R}_{\beta}} \leftarrow 0 \\ \frac{\partial \lambda_{\alpha}}{\partial \xi_{\beta}} \leftarrow 0\end{array}\right.$
for each $\alpha \in$ Buf
do for each $\zeta \in C$
do if $\left|\vec{R}_{\alpha}-\vec{R}_{\zeta}\right| \in\left(R_{\zeta}^{\mathrm{QM}}, R_{\zeta}^{\mathrm{QM}}+W^{\text {buf }}\right]$
then $\left\{\begin{array}{l}\text { if } \alpha \neq \zeta \\ \text { then }\left\{\begin{array}{l}\vec{t} \leftarrow \frac{\partial \lambda_{\alpha, \zeta}}{\partial \tilde{\lambda}_{\alpha, \zeta}} \frac{\vec{R}_{\alpha}-\vec{R}_{\zeta}}{\partial \vec{R}_{\alpha}-\vec{R}_{\zeta} \mid W^{\text {buf }}} \\ \frac{\partial \vec{R}_{\zeta}}{\partial \vec{R}_{\alpha}} \leftarrow \frac{\partial \lambda_{\alpha}}{\partial \vec{R}_{\alpha}}-\vec{t} \\ \frac{\partial \lambda_{\alpha}}{\partial \xi_{\zeta}} \leftarrow \frac{\partial \lambda_{\alpha, \zeta}}{\partial \tilde{\lambda}_{\alpha, \zeta}} \frac{\partial \tilde{\lambda}_{\alpha, \zeta}}{\partial R_{\zeta}^{\text {QM }}} \frac{\partial R_{\zeta}^{\text {QM }}}{\partial \xi_{\zeta}}\end{array}\right. \\ \text { for each } \beta\end{array}\right.$
do $\frac{\partial \lambda_{\alpha}}{\partial R_{\beta}} \leftarrow \frac{\partial \lambda_{\alpha}}{\partial R_{\beta}}+\frac{\partial \lambda_{\alpha}}{\partial \xi_{\zeta}} \frac{\partial \xi_{\zeta}}{\partial R_{\beta}}$
$\operatorname{return}\left(\left\{\frac{\partial \lambda_{\alpha}}{\partial \bar{R}_{\beta}}\right\}\right)$

The structure of the pseudocode is straightforward, and most of the contents are explained in the main text. The part that does not occur in the main text is the treatment of periodicity (shown in Fig. 1), where the periodic images of the QM centers are considered as QM centers as well. It should be noted that for the QM calculation, one has to rearrange the geometry by moving the QM and buffer atoms that belongs to the periodic images of centers. An example of such rearrangement is shown in Fig. 1(b) and 1(c), where the structure in Fig. 1(c) is obtained from rearranging the atoms in Fig. 1(b). The rearrangement is unnecessary for the main text since I used MM/MM for demonstration, where the periodicity in MM calculations are treated by the LAMMPS code.


Figure 1: Illustration of the treatment of periodicity. Panel (a) shows that the periodic images of a QM center (denoted as 'core' on figure) are also treated as a center. Panel (b) is an example of bulk Si with an atom at the corner of the supercell chosen as the center. Panel (c) shows the rearranged geometry that is used in the QM calculation.

The actual storage of data involved in pre_force () is described below. I use an integer flag to designate whether an atom belongs to the QM, buffer or MM group, and this flag is
stored using the fix property/atom provided in LAMMPS. The weights $\left\{\lambda_{\alpha}\right\}$ is also stored this way. I use std: : map for the derivatives, and the index is std::pair<tagint,tagint> since two atoms are involved. There is no guarantee that the two atoms are on the same process, so the maps of the derivatives contain all the data instead of only those local to the process. Only the non-zero entries of the derivatives are stored.

It should be noted that the data in fix property/atom only contains the atoms and ghost atoms local to the current process (where ghost atoms represent atoms on other processes or periodic images), so the scaling factor calculation only runs through the local atoms. Since pre_force() is called after the exchange of atoms between processes, one has to manually make sure that the ghost atoms have the updated scaling factors by calling comm->exchange () and comm->borders(). Since the calculation of the criterion property may need updated neighbor list and has to happen before the calculation of $\left\{\lambda_{\alpha}\right\}$, AC-AP cannot be implemented in pre_exchange () instead, leading to this complication.

The calculation of the criterion property is implemented similarly, where the class is derived from class Fix and the calculation is implemented in pre_force (). The criterion property is stored inside the fix to allow access from the LAMMPS input script as an one dimensional array. $\partial \xi_{\alpha} / \partial \vec{R}_{\beta}$ is stored using std : : map similarly as the derivatives of the weights.

## 2 Smoothing function of the QM region radius

$f(\xi)$ in Eq. (4) of the main text is a monotonically increasing continuous function that satisfies $f\left(\xi_{\text {max }}^{\mathrm{QM}}\right)=1$ and $f\left(\xi_{\text {min }}^{\mathrm{QM}}\right)=0$. In practice, I only need to evaluate $f(\xi)$ for $\xi \in\left[\xi_{\text {min }}^{\text {semi }}, \xi_{\text {max }}^{\mathrm{QM}}\right]$. I obtain a smoothly changing $f(\xi)$ as the following. Define $\tau^{\prime}(\tau)$ as

$$
\begin{equation*}
\tau^{\prime}(\tau)=\frac{\tau-\tau_{\min }^{\mathrm{semi}}}{1-\tau_{\min }^{\mathrm{semi}}} \tag{1}
\end{equation*}
$$

where $\tau(\xi)=\left(\xi-\xi_{\text {min }}^{\mathrm{QM}}\right) /\left(\xi_{\text {max }}^{\mathrm{QM}}-\xi_{\text {min }}^{\mathrm{QM}}\right)$, and $\tau_{\min }^{\text {semi }}=\tau\left(\xi_{\text {min }}^{\text {semi }}\right) . \quad$ I write $f(\xi)$ as $f(\xi)=$ $g\left(\tau^{\prime}(\tau(\xi))\right)$, and $g$ needs to satisfy the following conditions so that the first and second order derivatives of Eq. (4) of the main text are continuous:

$$
\begin{gather*}
g\left(\tau^{\prime}(0)\right)=0, \quad g(1)=1 \\
\left.\frac{d g\left(\tau^{\prime}\right)}{d \tau^{\prime}}\right|_{\tau^{\prime}=0}=0,\left.\quad \frac{d g\left(\tau^{\prime}\right)}{d \tau^{\prime}}\right|_{\tau^{\prime}=1}=0  \tag{2}\\
\left.\frac{d^{2} g\left(\tau^{\prime}\right)}{d \tau^{\prime 2}}\right|_{\tau^{\prime}=0}=0, \\
\left.\frac{d^{2} g\left(\tau^{\prime}\right)}{d \tau^{\prime 2}}\right|_{\tau^{\prime}=1}=0
\end{gather*}
$$

Assuming $g\left(\tau^{\prime}\right)$ has the following functional form

$$
\begin{equation*}
g\left(\tau^{\prime}\right)=a \tau^{\prime 5}+b \tau^{\prime 4}+c \tau^{\prime 3}+d \tau^{\prime 2}+e \tau^{\prime}+f \tag{3}
\end{equation*}
$$

the parameters satisfying Eq. (2) are

$$
\begin{align*}
& a=\frac{6}{\left[1-\tau^{\prime}(0)\right]^{3}\left[1+3 \tau^{\prime}(0)+6 \tau^{\prime}(0)^{2}\right]}, \\
& b=\frac{15}{\left[\tau^{\prime}(0)-1\right]^{3}\left[1+3 \tau^{\prime}(0)+6 \tau^{\prime}(0)^{2}\right]}, \\
& c=\frac{10}{\left[1-\tau^{\prime}(0)\right]^{3}\left[1+3 \tau^{\prime}(0)+6 \tau^{\prime}(0)^{2}\right]},  \tag{4}\\
& d=0, \quad e=0, \\
& f=\frac{\tau^{\prime}(0)^{3}\left[10-15 \tau^{\prime}(0)+6 \tau^{\prime}(0)^{2}\right]}{\left[\tau^{\prime}(0)-1\right]^{3}\left[1+3 \tau^{\prime}(0)+6 \tau^{\prime}(0)^{2}\right]} .
\end{align*}
$$
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