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The Perturbed Matrix Method

The MD-PMM approach is a hybrid quantum/classical theoretical-computational approach,

similar in spirit to other hybrid methods,S1–S5 based on MD simulations and on the PMM. In

the MD-PMM approach,S6,S7 the part of the system where the quantum processes of interest

occur, that is the quantum center (QC), is treated at the quantum level, and the rest of the

system is modeled as an atomistic-molecular classical subsystem exerting an electrostatic ef-

fect on the QC electronic states. The main difference with other hybrid methods is that in the

MD-PMM, the whole system (including the QC) phase space is sampled by classical MD sim-

ulations, allowing an extensive sampling of the QC and environment configurational space.

The electrostatic perturbation of the environment is included a posteriori: the electronic

properties of the isolated QC (unperturbed properties) are calculated quantum-chemically
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in vacuum (i.e., in the gas phase) and then, for each configuration generated by all-atoms

classical MD simulations of the whole system, the electrostatic effect of the instantaneous

atomistic configurations of the environment is included as a perturbing term within the QC

Hamiltonian operator. This allows to take into account the effect of the fluctuating perturb-

ing environment (the solvent and the part of the solute which is not treated at the quantum

level) on the quantum properties of the QC.

For each configuration of the whole system obtained from the MD simulation, the effect of

the external environment on the QC eigenstates is included by building and diagonalizing the

perturbed electronic Hamiltonian matrix Ĥ constructed in the basis set of the unperturbed

Hamiltonian eigenstates of the QC. Indicating with V and E the perturbing electric potential

and field, respectively, exerted by the environment on the QC:

Ĥ ∼= Ĥ0 + ĨqTV + Z̃1 (1)

[Z̃1]j,j′ = −E · 〈φ0
j |µ̂|φ0

j′〉 (2)

where Ĥ0 is the QC unperturbed electronic Hamiltonian (i.e., as-obtained considering the

isolated QC) and qT , µ̂ and φ0
j are the QC total charge, dipole operator and unperturbed

electronic eigenfunctions, respectively, Ĩ is the identity matrix and the angled brackets indi-

cate integration over the electronic coordinates.

At each frame of the MD simulation, the perturbed electronic Hamiltonian matrix is

constructed and diagonalized, providing a continuous trajectory of perturbed eigenvalues

and eigenvectors to be used for evaluating the QC instantaneous perturbed quantum observ-

able of interest as, in the present case, the QC ground state energy in the protonated and

deprotonated states. More details on the method can be found in the original articles.S6,S7

For the more specific task of investigating the proton transfer thermodynamics, the free

energy change associated to the proton transfer (PT) reaction between the active site and
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His64 is calculated. Given the PT reaction:

ZnOH− + His64H+ ⇀↽ ZnH2O + His64 (3)

the energy variation upon PT (the PT energy) is calculated with the MD-PMM approach

for each configuration obtained from the MD simulations in both the reactants and the

products states, as defined in Eq. 3. In the present case, the proton donor and acceptor are

located at a relatively high distance inside the protein matrix (0.7 and 1.1 nm in the crystal

structure of wt HCA II for the inward and outward conformers of His64, respectively) and

sample variable relative orientations. Therefore, the active site and His64 are treated as

separate QCs interacting with each other as well as with their environment. The perturbed

states of the active site, either in the protonated or in the deprotonated condition, are

obtained considering the corresponding QC as perturbed by the electric field provided by

His64 as well as the rest of the atomic-molecular system, both treated within the semiclassical

approximation. The same procedure is performed for His64, the corresponding QC of which

is perturbed by the active site and the rest of the atomic-molecular system treated within

the semiclassical approximation. The diagonalization at each MD frame of the perturbed

electronic Hamiltonian matrices (see Eq. 1) with either the active site or His64 (in the

protonated and in the deprotonated condition) allows the calculation of the perturbed energy

variation upon PT at each MD configuration i.e., the time evolution of the PT energy ∆Ue.

Then, the Gibbs free energy change ∆G0 associated to the PT can be calculated as:

∆G0 = −kBT ln〈e−β∆H〉R = kBT ln〈eβ∆H〉P

∼= −kBT ln〈e−β∆ε〉R = kBT ln〈eβ∆ε〉P (4)

In the above equation ∆H is the QC-environment whole energy change upon PT, with

∆ε the corresponding QC perturbed electronic ground state energy change. The angle
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brackets subscripts R and P indicate that both the energy change as well as the averaging

are obtained either in the reactants (R) or products (P ) ensemble, as defined in Eq. 3, and

the approximation ∆H ∼= ∆ε is used, i.e., the environment internal energy change associated

with the QC reaction is disregarded (being exactly zero when considering typical MD force

fields).

From Eq. 4 it follows that −kBT ln〈e−β∆ε〉R and kBT ln〈eβ∆ε〉P provide the upper and

lower bounds of ∆G0 and hence it can be written:

∆G0 ∼=
kBT

2
ln
〈eβ∆ε〉P
〈e−β∆ε〉R

(5)

In this last equation the perturbed electronic ground state energy change as well as the

ensemble averages are evaluated via the previously described MD-PMM approach, i.e. by

diagonalizing at each MD frame the perturbed electronic Hamiltonian matrices (Eq. 1).

Quantum chemical calculations

To calculate the free energy change corresponding to the proton transfer reaction between

the active site and His64, both groups are selected as QCs. For the active site, the Zn atom,

the active site water molecule/hydroxide ion and the side chains of the three active site

histidines (His94, His96 and His119) modeled as imidazole groups are included in the system

sub-part to be treated at the quantum level. For His64, the side chain group (imidazole)

is selected as QC. For both QCs, quantum chemical calculations are performed in both

protonation states (i.e., for the active site considering both a Zn-bound water molecule

and a Zn-bound hydroxide ion and for His64 on imidazole and imidazolium) in order to

obtain the unperturbed electronic eigenfunctions and properties to be used in the MD-PMM

approach. Quantum calculations are performed at the Density Functional Theory (DFT)

levelS8 with the 6-31+G(d) basis setS9 in conjunction with the B3LYP functionalS10 (Time-

dependent DFTS11 is used for evaluating the properties of the excited states). For each
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protonation state, a 6 × 6-dimensional Hamiltonian matrix is evaluated and diagonalized

at each MD simulation step, according to the MD-PMM procedure (see Perturbed Matrix

Method section). All quantum calculations are carried out using the Gaussian09 package.S12

Molecular dynamics simulations

To evaluate the proton transfer reaction free energy change, MD simulations are performed

in both the reactants and the products states, i.e, with the Zn-bound hydroxide ion in

the active site and double protonated (+1 charged) His64 and with the Zn-bound water

molecule in the active site and neutral His64. The crystal structure of wt HCA II (PDB ID

3ks3S13) and of the Y7F/N67Q Mutant (PDB ID 4idrS14) are used as starting structure for

the MD simulations. The OPLS/AA force field parametersS15 are adopted for the protein.

To properly model the active site, bonds are added between the Zn atom and its four ligands

at the crystallographic bond length for both wt HCA II (3ks3) and Y7F/N67Q HCA II.

All the angles coming from these bonds are set at the crystallographic value. The atomic

charges for the zinc and its ligands in both protonation states are obtained at the DFT level

by fitting the classical electrostatic potential outside the molecule to the corresponding QM

potential using the electrostatic potential fit procedure (ESP charges)S16 and properly scaled

to ensure the compatibility with the OPLS/AA force field. In the crystal structure of both

wt HCA II (3ks3) and Y7F/N67Q HCA II (4idr) the ε nitrogen of His64 is closer to the Zn

atom of the active site with respect to the δ nitrogen. Therefore, the MD simulations in the

products ensemble are performed with His64 protonated at Nδ.

MD simulations are performed using the GROMACS packageS17 in the NPT ensemble

at 300 K and 1 bar using the velocity rescaling temperature couplingS18 and the Parrinello-

Rahman barostat.S19 The starting configurations are solvated in a dodecahedral water box

large enough to contain the solute and at least 1 nm of solvent on all sides. Periodic boundary

conditions are used and the long range electrostatic interactions are treated using the particle
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mesh Ewald method.S20 The LINCS algorithm is used to constrain bond lengths.S21 After

a solute optimization and a subsequent solvent relaxation, each system is gradually heated

from 50 to 300 K using short MD simulations. The trajectories are then propagated for

75 ns for each system and each ensemble. Subsequently, a structure randomly extracted

from the reactants(products) ensemble is used as starting structure for a new 75 ns-long

MD simulation in the products(reactants) ensemble. Therefore, a total sampling of 150 ns

is obtained for each system and each ensemble. Coordinates are saved at every 1 ps.

Analysis of the protein environment around His64

Figure S1: Normalized distribution of the distance between the center of mass of the side
chains of Trp5 and His64 (A) and of Tyr/Phe7 and His64 (B) along the MD simulation in
the reactants ensemble of wt HCA II (black) and Y7F/N67Q HCA II (red).
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