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1. Computational details

1.1 Quantum mechanical calculation

1.1.1 Binding energy calculation

All quantum mechanical calculations were performed using the Gaussian 09 

package.1 The structures of molecules if not specified were optimized by the density 

functional theory at the M06-2X/6-31+g(d) level.2 Among the tested hybrid meta 

exchange-correlation functionals, M06-2X was proven to offer the best results for the 

combination of main-group thermochemistry, kinetics, and noncovalent interactions.3 

“Integral=ultrafine” option was employed to minimize the integration grid errors that 

may result from using an inadequate grid in the current M06 suite of functionals.4 All 

structure optimizations have no additional constraints. Frequency calculations were 

performed at the same level of theory to identify all of the stationary points as minima 

(zero imaginary frequencies). All computed binding energies were corrected for basis-

set superposition error (BSSE) by using the counterpoise method of Boys and 

Bernardi.5 

1.1.2 Transfer integral calculation

The transfer integral t for electron transport was computed using the Koopmans’ 

theorem,6 depending on the one-electron approximation:

t =
EL + 1  EL

2

where  and  are the energies of the LUMO and LUMO+1 respectively in the EL EL + 1

closed-shell configuration of the neutral state of a dimer. Note that t computed by this 

method agrees well with the absolute t computed by the direct quantum mechanical 

method, which is consistent with that reported by Valeev et al.7 for cofacial dimers 

composed of identical monomers.

1.1.3 Internal reorganization energy calculation

The internal electron reorganization energy λ was calculated via the Nelsen’s four-

point approach.8 It is described as the vertical ionization of a neutral molecule followed 



by geometric relaxation and then the vertical neutralization of a charged molecule 

followed by geometric relaxation:
λ =  E(Q0)  E(Q)  E0(Q)  E0(Q0)

where E is energy, Q is geometry, and the subscripts 0 and – denote neutral and anionic 

states, respectively. The energies of neutral and anionic monomers were obtained at the 

B3LYP/6-31g(d,p) level,9 because this level of theory has been shown to afford λ values 

that agree with experimental values extracted from the gas-phase photoelectron 

spectra.10 Although in ref 10 the normal-mode method instead of the four-point method 

was used to compute λ, these two methods are known to give consistent results for this 

parameter11 at the B3LYP/6-31g(d,p) level. λ for PyDI, PDI and NDI is computed to be 

0.22, 0.26 and 0.33 eV, respectively. λ for 7’ and 8a’ is 0.33 and 0.27 eV, respectively.

1.1.4 Mobility calculation

At room temperature, charge transport within organic semiconductor can be 

described as a hopping mechanism. The charge transfer rate  between two kCT

neighboring molecules can be calculated using the semiclassical Marcus theory:12

kCT =  
4π2

h
1

4πλkBT
t2exp ( λ

4kBT)
The electron mobility can be calculated by applying the Einstein-Smoluchowski 

relation:13

μ =  ⅇL2kCT/2kBT

where e is the electronic charge, L is the transport distance (approximated by the 

molecular center-to-center distance of a dimer), kB is the Boltzmann constant, and T is 

the temperature.

1.2 Molecular mechanics simulation

The all-atom classical molecular dynamics (MD) simulations were carried out using 

the Amber18 package.14 Force field parameters for solute and solvent C6H6 were 

generated at the B3LYP/6-31+g(d) optimized geometry using the Gaussian 09 package, 

because this level of theory is widely used for force field constructions in organic 

semiconductors.15 Atomic structure and force field parameters for solvent CHCl3 were 



borrowed from the solvent model already implemented in the Amber18 package. 

Energy minimizations were performed using a combination of steepest descent and 

conjugate gradient algorithms. The time step used in all simulations was 2 fs. MD 

simulations have been performed under periodic boundary conditions and the 

coordinates of all atoms in the simulation box were saved every 2 ps. The minimum 

distance between any atom of the aggregate and the periodic box edge was set to be 10 

Å. All bonds involving hydrogens were fixed with the SHAKE algorithm.16 The initial 

velocities of all atoms were chosen randomly according to a Maxwell-Boltzmann 

distribution. MD simulations were performed in the NPT ensemble. The temperature 

was kept constant using a Langevin thermostat17 at 300 K with a collision frequency of 

2 ps-1. The pressure was controlled by a Berendsen barostat18 at 1 bar with a relaxation 

time of 1 ps. The electrostatic term was computed using the Particle-Mesh-Ewald 

summation method19 and the cutoff algorithm was applied for non-bonded interactions 

with a radius of 8 Å. The systems were initially heated up for 500 ps in the NVT 

ensemble with restraints for atomic positions (force constant of 20 kcal/mol/Å2) and 

then equilibrated in the NPT ensemble for 500 ps with no restraint at 300 K. The 

duration of each MD trajectory was 100 ns. The final MD-simulated atomic structures 

of 1D helical aggregates were rendered by the Visual Molecular Dynamics (VMD) 

software20 based on the files exported from Amber18. To study the self-organization 

processes of 7’ (Fig.5a) and 8a’ (Fig.5b), solute molecules prior to MD simulations 

were randomly distributed in a cubic CHCl3 box (80 Å×80 Å×80 Å, solute/solvent 

molar ratio=1:120) by Gromacs 5.1.5.21 



2. Fig.S1

Fig.S1 Binding energy Eb and transfer integral t as a function of the twist angle φ for 

sandwiched stacks of PDI with lateral displacements. The intermolecular separation is 

fixed at 3.6 Å.



3. Fig.S2

Fig.S2 Binding energy Eb and transfer integral t as a function of the twist angle φ for 

sandwiched stacks of NDI with lateral displacements. The intermolecular separation is 

fixed at 3.6 Å.



4. Fig.S3

Fig.S3 Binding energy Eb and transfer integral t as a function of the twist angle φ for 

sandwiched stacks of PyDI with lateral displacements. The intermolecular separation 

is fixed at 3.6 Å.



5. Fig.S4

Fig.S4 Charge transfer rate kCT as a function of the twist angle φ for sandwiched stacks 

of (a) PDI, (b) NDI and (c) PyDI.



6. Table.S1 Twist angles for tightly-bound dimers reported in Fig.2b



7. Fig.S5

Fig.S5 Dimer structures in Fig.3.



8. Fig.S6

Fig.S6 (a) Final MD-simulated atomic structures of the 1D helical aggregates of 7’ and 

8a’ in C6H6 at 300 K. For clarity, solvent C6H6 are omitted. The PyDI cores are 

highlighted in red and one-side of ring aggregators are zoomed in to show the helicity; 

(b) computed t and electron mobilities μ for 7’ and 8a’ based on snapshots of the inner-

most dimer of each complete aggregate saved every 0.5 ns in a 100 ns MD simulation. 

σ in the parenthesis is the standard deviation; (c) x, y, z displacements and twist angles 

φ extracted from the same set of snapshots of (b)



9. Fig.S7

Fig.S7 MD-simulated structure evolution of the 1D helical aggregate of the 

unsubstituted PyDI in CHCl3 at 300 K. For clarity, solvent CHCl3 are omitted. 
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