
Supporting Information

Table S1: The training, test, and out-sample sets contain, respectively, 372, 205, and 381
different aromatic rings and the latter two sets contain 48 and 183 rings not found in the
training set. Similarly, the training, test, and out-sample sets contain, respectively, 1553,
620, and 1714 different substiuents and the latter two sets contain 210 and 1180 substiuents
not found in the training set. The SMILES strings for all rings and substiuents are can be
found in the data repository.

Aromatic rings Not in training set Substiuents Not in training set

Training set 372 0 1553 0
Test set 205 48 620 210
Out-of-sample 381 183 1714 1180
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Figure S1: The set of queries used to extract the reaction data from Reaxys.
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Figure S2: The distribution of calculated proton affinities for all of the collected data using
the original version of RegioSQM20.

Figure S3: The distribution of calculated proton affinities for all of the collected data using
the extended version of RegioSQM20.
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Table S2: A description of the different atomic descriptors used for machine learning. The
descriptors are based on the CM5 charge scheme.

Descriptor abbreviation Description

Sorted-shell Charge shell descriptor with values sorted by Cahn-Ingold-Prelog rules
CS Charge shell descriptor with average charge per shell
CRDF Spatial charge radial distribution function
CACF Spatial charge autocorrelation function (split into positive and negative parts)
MS Mass shell; the elements are the sums of the masses of each shell
GACF Topological charge autocorrelation function
Combinatorial Combination of shorted-shell, CACF, and CS

Table S3: 5-fold cross-validation AUC-ROC scores for the seven different atomic descriptors
using the LightGBM model on the randomly split training set. AUC-ROC corresponds to
the area under the curve of the receiver operating characteristic curve.

Descriptor Settings Dimensions 5-fold cross-validation

AUC-ROC score

Sorted-shell shells: 3 53 0.949± 0.002
CS shells: 3 4 0.891± 0.003
CRDF rmin: 1, rmax: 6, �: 20,

step size: 0.2
25 0.931± 0.002

CACF rmin: 1, rmax: 8,
step size: 0.5

28 0.921± 0.002

MS shells: 2 3 0.782± 0.005
GACF rmin: 1, rmax: 3 6 0.898± 0.004
Combinatorial sorted-shell (shells: 2),

CACF (rmin: 1, rmax: 10,
step size: 0.2), CS (shells: 7)

115 0.946± 0.002

Figure S4: Increasing the number of included shells in the sorted-shell descriptor. The
numbers in parenthesis correspond to the length of the feature vectors.
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Initial ML screening with PyCaret

PyCaret version 2.2.033 is used as an initial screening of 17 regression models and 13 clas-

sification models to find promising models. To evaluate the performance of the models, we

use a 5-fold cross-validation scheme of the atomic data for atoms in molecules belonging

to the randomly split training set. The atomic data consist of the sorted-shell descriptor

with 5 shells in combination with either a binary label corresponding to whether or not a

bromination reaction has been experimentally observed on the specific site or the calculated

proton affinity obtained by the original RegioSQM20 method. The sorted-shell descriptor

with 3 shells and the combinatorial descriptor were also tested in this initial screening, but

the ranking of the different models were similar to those presented in Figures S5 and S6.

The top-3 performing models for both tasks are the extra-trees and random forest models as

implemented in scikit-learn 0.24.2,36 and the light gradient boosting machine (LightGBM)

model version 3.1.135 (see Figures S5 and S6).

Due to the good performance of the LightGBM model, we also tested a similar model called

extreme gradient boosting (XGBoost) version 1.4.0, and a new deep neural network architec-

ture for tabular data called TabNet by Google Cloud AI, which has recently outperformed

several gradient boosting algorithms on different tasks. In the case of the latter, we used a

pyTorch implementation of TabNet by DreamQuark. The results of the different optimized

machine learning models can be found in Table S4.
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Figure S5: 5-fold cross-validation results on the randomly split training set using PyCaret
w.r.t. classification.

Figure S6: 5-fold cross-validation results on the randomly split training set using PyCaret
w.r.t. regression.
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Table S4: Comparing different optimized machine learning methods using the random split
of the molecular data to obtain the training and test sets.

Method
Test set Out-of-sample set

AUC-ROC ACC MCC AUC-ROC ACC MCC

Stratified split

Random Forest 0.96 0.92 0.78 0.93 0.89 0.68
Extra Trees 0.96 0.93 0.79 0.93 0.89 0.68
XGBoost 0.96 0.93 0.80 0.93 0.89 0.70
TabNet 0.94 0.90 0.73 0.87 0.84 0.57
LightGBM 0.97 0.93 0.81 0.94 0.90 0.72
LightGBM RegioSQM20 0.92 0.88 0.69 0.90 0.86 0.62
LightGBM RegioSQM20 PBEh-3c 0.92 0.90 0.72 0.90 0.87 0.65

Table S5: Comparing the use of either a stratified or random split of the molecular data to
obtain the training and test sets. Note that the test sets are different between the stratified
and random split, but the out-of-sample set is identical.

Method
Test set Out-of-sample set

AUC-ROC ACC MCC AUC-ROC ACC MCC

Stratified split

LightGBM 0.97 0.93 0.81 0.93 0.89 0.71
LightGBM RegioSQM20 0.92 0.88 0.69 0.90 0.85 0.62
LightGBM RegioSQM20 PBEh-3c 0.92 0.90 0.72 0.90 0.87 0.65

Random split

LightGBM 0.97 0.93 0.81 0.94 0.90 0.72
LightGBM RegioSQM20 0.92 0.88 0.69 0.90 0.86 0.62
LightGBM RegioSQM20 PBEh-3c 0.92 0.90 0.72 0.90 0.87 0.65
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Figure S7: Learning curve for the LightGBM model. The training set size corresponds to
the number of unique reaction sites as the model is trained on atoms instead of molecules.
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Figure S8: Performance of the LightGBM RegioSQM20 regression model showing the pre-
dicted proton affinities versus the calculated proton affinities for the test set.
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