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1 Training set composition
1.1 “Pure only”

Figure 1. Molecules in the “pure only” training set, along with their corresponding SMILES strings and categories.
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1.2 “Mixture only”

Figure 2. Molecules in the binary mixtures in the “mixture only” training set, along with their corresponding SMILES strings andcategories.

2 Training set performance
2.1 “Pure only” optimization, 𝑁=5
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2.1.1 Run 1

Figure 3. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parameters from
𝑁=5 initial points multi-fidelity run 1. Error bars represent bootstrapped 95% confidence intervals

Figure 4. Bias in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by the mean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=5 multi-fidelity run 1. Error bars represent bootstrapped 95% confidence intervals

4



2.1.2 Run 2

Figure 5. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parameters from
𝑁=5 initial points multi-fidelity run 2. Error bars represent bootstrapped 95% confidence intervals

Figure 6. Bias in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by the mean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=5 multi-fidelity run 2. Error bars represent bootstrapped 95% confidence intervals
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2.1.3 Run 3

Figure 7. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parameters from
𝑁=5 initial points multi-fidelity run 3. Error bars represent bootstrapped 95% confidence intervals

Figure 8. Bias in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by the mean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=5 multi-fidelity run 3. Error bars represent bootstrapped 95% confidence intervals
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2.1.4 Run 4

Figure 9. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parameters from
𝑁=5 initial points multi-fidelity run 4. Error bars represent bootstrapped 95% confidence intervals

Figure 10. Bias in training setΔ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by themean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=5 multi-fidelity run 4. Error bars represent bootstrapped 95% confidence intervals
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2.1.5 Run 5

Figure 11. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parametersfrom 𝑁=5 initial points multi-fidelity run 5. Error bars represent bootstrapped 95% confidence intervals

Figure 12. Bias in training setΔ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by themean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=5 multi-fidelity run 5. Error bars represent bootstrapped 95% confidence intervals
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2.2 “Pure only” optimization, 𝑁=10
2.2.1 Run 1

Figure 13. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parametersfrom 𝑁=10 initial points multi-fidelity run 1. Error bars represent bootstrapped 95% confidence intervals

Figure 14. Bias in training setΔ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by themean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=10 multi-fidelity run 1. Error bars represent bootstrapped 95% confidence intervals
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Figure 15. Per-moiety training set RMSE at each accepted optimization step, for 𝑁=10 multi-fidelity run 1.
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2.2.2 Run 2

Figure 16. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parametersfrom 𝑁=10 initial points multi-fidelity run 2. Error bars represent bootstrapped 95% confidence intervals

Figure 17. Bias in training setΔ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by themean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=10 multi-fidelity run 2. Error bars represent bootstrapped 95% confidence intervals
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Figure 18. Per-moiety training set RMSE at each accepted optimization step, for 𝑁=10 multi-fidelity run 2.
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2.2.3 Run 3

Figure 19. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parametersfrom 𝑁=10 initial points multi-fidelity run 3. Error bars represent bootstrapped 95% confidence intervals

Figure 20. Bias in training setΔ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by themean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=10 multi-fidelity run 3. Error bars represent bootstrapped 95% confidence intervals
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Figure 21. Per-moiety training set RMSE at each accepted optimization step, for 𝑁=10 multi-fidelity run 3.
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2.2.4 Run 4

Figure 22. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parametersfrom 𝑁=10 initial points multi-fidelity run 4. Error bars represent bootstrapped 95% confidence intervals

Figure 23. Bias in training setΔ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by themean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=10 multi-fidelity run 4. Error bars represent bootstrapped 95% confidence intervals
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Figure 24. Per-moiety training set RMSE at each accepted optimization step, for 𝑁=10 multi-fidelity run 4.
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2.2.5 Run 5

Figure 25. RMSE in training set Δ𝐻𝑣𝑎𝑝 and 𝜌𝐿, for OpenFF 1.0.0, simulation-only refit parameters, and retrained parametersfrom 𝑁=10 initial points multi-fidelity run 5. Error bars represent bootstrapped 95% confidence intervals

Figure 26. Bias in training setΔ𝐻𝑣𝑎𝑝 and 𝜌𝐿, as measured by themean signed deviation (MSD), for OpenFF 1.0.0, simulation-onlyrefit, and retrained parameters from 𝑁=10 multi-fidelity run 5. Error bars represent bootstrapped 95% confidence intervals
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Figure 27. Per-moiety training set RMSE at each accepted optimization step, for 𝑁=10 multi-fidelity run 5.
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2.3 “Mixture only” optimization, N=10

Figure 28. RMSE in training set Δ𝐻𝑚𝑖𝑥 and 𝜌𝐿(𝑥), for OpenFF 1.0.0 and retrained parameters from 𝑁=10 initial points multi-fidelity optimization against “mixture-only” training set. Error bars represent bootstrapped 95% confidence intervals

Figure 29. Bias in training setΔ𝐻𝑚𝑖𝑥 and 𝜌𝐿(𝑥), as measured by themean signed deviation (MSD), for OpenFF 1.0.0 and retrainedparameters from 𝑁=10 multi-fidelity optimization against “mixture-only” training set. Error bars represent bootstrapped 95%confidence intervals

19



Figure 30. Per-moiety training set RMSE at each accepted optimization step, for 𝑁=10 multi-fidelity optimization against“mixture-only” training set.
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2.4 “Mixture Only” optimization, N=20

Figure 31. RMSE in training set Δ𝐻𝑚𝑖𝑥 and 𝜌𝐿(𝑥), for OpenFF 1.0.0 and retrained parameters from 𝑁=20 initial points multi-fidelity optimization against “mixture-only” training set. Error bars represent bootstrapped 95% confidence intervals

Figure 32. Bias in training setΔ𝐻𝑚𝑖𝑥 and 𝜌𝐿(𝑥), as measured by themean signed deviation (MSD), for OpenFF 1.0.0 and retrainedparameters from 𝑁=20 multi-fidelity optimization against “mixture-only” training set. Error bars represent bootstrapped 95%confidence intervals
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Figure 33. Per-moiety training set RMSE at each accepted optimization step, for 𝑁=20 multi-fidelity optimization against“mixture-only” training set.
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3 Test set performance
3.1 “Pure only”, N=10
3.1.1 Run 1

Figure 34. Benchmark RMSE over the four types of physical property data in the test set, split by function group or functionalgroupmixture. RMSEs plotted for OpenFF 1.0.0 (gray), multi-fidelity N=10 run 1 against the “pure only” training set (blue), and thesimulation-only optimization against the same training set (brown). Error bars represent 95% confidence intervals, bootstrappedover the properties in the dataset.
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3.1.2 Run 2

Figure 35. Benchmark RMSE over the four types of physical property data in the test set, split by function group or functionalgroup mixture. RMSEs plotted for OpenFF 1.0.0 (gray), multi-fidelity N=10 run 2 against the “pure only” training set (orange),and the simulation-only optimization against the same training set (brown). Error bars represent 95% confidence intervals,bootstrapped over the properties in the dataset.
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3.1.3 Run 3

Figure 36. Benchmark RMSE over the four types of physical property data in the test set, split by function group or functionalgroup mixture. RMSEs plotted for OpenFF 1.0.0 (gray), multi-fidelity N=10 run 3 against the “pure only” training set (green),and the simulation-only optimization against the same training set (brown). Error bars represent 95% confidence intervals,bootstrapped over the properties in the dataset.
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3.1.4 Run 4

Figure 37. Benchmark RMSE over the four types of physical property data in the test set, split by function group or functionalgroupmixture. RMSEs plotted for OpenFF 1.0.0 (gray), multi-fidelity N=10 run 4 against the “pure only” training set (red), and thesimulation-only optimization against the same training set (brown). Error bars represent 95% confidence intervals, bootstrappedover the properties in the dataset.
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3.1.5 Run 5

Figure 38. Benchmark RMSE over the four types of physical property data in the test set, split by function group or functionalgroup mixture. RMSEs plotted for OpenFF 1.0.0 (gray), multi-fidelity N=10 run 5 against the “pure only” training set (purple),and the simulation-only optimization against the same training set (brown). Error bars represent 95% confidence intervals,bootstrapped over the properties in the dataset.
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3.2 “Mixture only”, N=10

Figure 39. Benchmark RMSE over the four types of physical property data in the test set, split by function group or functionalgroup mixture. RMSEs plotted for OpenFF 1.0.0 (gray), multi-fidelity N=10 run against the “mixture only” training set (blue),and the simulation-only optimization against the same training set (brown). Error bars represent 95% confidence intervals,bootstrapped over the properties in the dataset.
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3.3 “Mixture only”, N=20

Figure 40. Benchmark RMSE over the four types of physical property data in the test set, split by function group or functionalgroup mixture. RMSEs plotted for OpenFF 1.0.0 (gray), multi-fidelity N=20 run against the “mixture only” training set (blue),and the simulation-only optimization against the same training set (brown). Error bars represent 95% confidence intervals,bootstrapped over the properties in the dataset.
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