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A. Appendix: Biased and Unbiased Weighted Mean Uncertainties
1. Biased and Unbiased Standard Errors of the Weighted Mean

Typically, the weighted mean (WM) and its variance are given by:
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where xi and wi are the individual measurement and its weight, and n is the number of measurements. For 
isotope ratios, the weights are typically the inverse square of the measurement uncertainties. The standard 
error of the weighted mean (SEWM) follows as . However, this may be biased and underestimated 𝑉𝑎𝑟 𝑛
when the uncertainties on the data points are not equal. Imagine, as an extreme example, a dataset (e.g., 
isotope ratios) consisting of a very precisely known point and several very imprecise points. Naturally, 
the weighted mean will be heavily influenced by the precise datum and will be negligibly influenced by 
the others. In this case, n does not reflect the true degrees of freedom of the weighted mean, which is 
better approximated by some effective n much closer to 1 1, 2. Therefore, calculating the SEWM using n 
would underestimate the true uncertainty. The effective n is calculated:
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neff tends towards the number of dominant points with equal weights; in our hypothetical, this is close to 
1, but may be some number up to n, depending on the data. neff is then substituted for n in the equations 
for the variance and SEWM to calculate the unbiased values. In keeping with our hypothetical scenario, one 
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could conceivably produce highly uncertain isotope ratios by reducing the measurement time to some 
infinitesimally small value. These are real data, not fabrications, and they do not affect the weighted mean 
when combined with the higher precision point(s). However, it would clearly be improper to suppose that 
the uncertainty on the weighted mean would be better constrained by adding more data with arbitrarily 
large uncertainties. Since neff ≤ n, the unbiased SEWM will always be larger than the biased version with 
unequal data weights. The data in this paper are not so highly biased, but the uncertainties on the WMs 
are expanded relative to their biased estimates due to the presence of unequal weights on isotope ratios 
(e.g., from analyses of smaller particles, which have fewer atoms).

The next two sections demonstrate the difference in the unbiased and biased SEWM on simulated 
data from the extreme case discussed above, and from real data shown in Figure 2 from the main paper.

2. Simulated Extreme Data

Table A-1 shows simulated data that illustrate an extreme example of divergence between the biased 
and unbiased SEWM. The simulated data consist of two precise isotope ratios and 25 imprecise ratios. The 
precise data points are the ratio of two isotopes, X and Y, with average intensities of 104 and 106 counts∙s-

1, respectively, each measured for 1 s (highlighted green). The given counts were randomly drawn from 
Poisson distributions matching these criteria. These produce ratios of approximately X/Y = 0.010 ± 1×10-

4 each. The imprecise points represent 25 measurements of the same signal intensities for durations of 10 
µs each. Twenty-five random samples (counts) were drawn from similar Poisson distributions. For the X 

Table A-1: Simulated data illustrating the difference between the biased and unbiased SEWM. The simulated data consist 
of: 1) two 1 s measurement of two isotopes, X and Y, that have mean count rates of 104 and 106 cps, respectively, and 2) 
25 measurements of the same isotopes with identical signal intensities lasting 10 µs each. The 10 µs measurements are 
highly uncertain and add a total of 5 counts to the X isotope, but reduce the biased SEWM by a factor of ~2.4×. The 
unbiased SEWM is expanded to accommodate the uncertainty of averaging many imprecise data. “--” indicates no data.

N X counts Y counts FC mid X FC er X FC mid Y FC er Y X (×104 cps) Y (×105 cps) X/Y er |W| (×10-8)
1 10055 1001700 -- -- -- -- 1.01 10.02 0.010 1×10-4 0.5×108

2 9925 999100 -- -- -- -- 0.99 9.99 0.010 1×10-4 0.5×108

3 1 8 1.19 1.56 3.01 8.31 11.92 3.01 0.396 1.210 0.3
4 1 12 1.19 1.56 3.73 12.56 11.92 3.73 0.319 1.153 0.4
5 1 10 1.19 1.56 3.51 10.29 11.92 3.51 0.339 1.087 0.4
6 0 13 0.64 0.64 4.01 13.29 6.38 4.01 0.159 0.550 1.7
7 0 13 0.64 0.64 4.01 13.29 6.38 4.01 0.159 0.550 1.7
8 1 10 1.19 1.56 3.51 10.29 11.92 3.51 0.339 1.087 0.4
9 0 16 0.64 0.64 4.23 16.57 6.38 4.23 0.151 0.609 1.4
10 0 4 0.64 0.64 2.22 4.56 6.38 2.22 0.287 0.656 1.2
11 0 14 0.64 0.64 4.01 14.31 6.38 4.01 0.159 0.590 1.5
12 0 13 0.64 0.64 4.01 13.29 6.38 4.01 0.159 0.550 1.7
13 0 10 0.64 0.64 3.51 10.29 6.38 3.51 0.181 0.561 1.6
14 0 5 0.64 0.64 2.53 5.28 6.38 2.53 0.252 0.584 1.5
15 0 9 0.64 0.64 3.23 9.56 6.38 3.23 0.198 0.618 1.3
16 0 13 0.64 0.64 4.01 13.29 6.38 4.01 0.159 0.550 1.7
17 0 8 0.64 0.64 3.01 8.31 6.38 3.01 0.212 0.623 1.3
18 0 6 0.64 0.64 2.73 6.55 6.38 2.73 0.234 0.608 1.4
19 0 10 0.64 0.64 3.51 10.29 6.38 3.51 0.181 0.561 1.6
20 0 10 0.64 0.64 3.51 10.29 6.38 3.51 0.181 0.561 1.6
21 0 6 0.64 0.64 2.73 6.55 6.38 2.73 0.234 0.608 1.4
22 1 12 1.19 1.56 3.73 12.56 11.92 3.73 0.319 1.153 0.4
23 0 12 0.64 0.64 3.73 12.56 6.38 3.73 0.171 0.600 1.4
24 0 5 0.64 0.64 2.53 5.28 6.38 2.53 0.252 0.584 1.5
25 0 8 0.64 0.64 3.01 8.31 6.38 3.01 0.212 0.623 1.3
26 0 15 0.64 0.64 4.00 15.32 6.38 4.00 0.159 0.630 1.3
27 0 12 0.64 0.64 3.73 12.56 6.38 3.73 0.171 0.600 1.4

n (neff) WM SEWM
Biased 27 0.010 2.2×10-5

Unbiased 2.00 0.010 1.1×10-4

% diff. 0% 500%



isotope, this resulted in 5 measurements of a single count and 20 measurements with no counts. Feldman-
Cousins (FC) confidence intervals at the 68% level were used to estimate the uncertainties for each 
isotope 3, 4. The midpoint of each FC confidence interval was set as the number of counts and half the 
interval width was assigned to be the uncertainty. This is not an accurate interpretation of the confidence 
intervals, but suffices for this demonstration to produce uncertainties that can be incorporated into the 
WM. In all instances, the uncertainties on the X/Y ratios are larger than the ratio value. The last column 
shows the normalized weight, |W|, for each measurement. The first measurements are essentially 0.5, 
which the remainder are on the order of 10-8.

The resulting biased SEWM was 2.2×10-5, remarkably ~2.4× less than the SEWM of only the first two 
points (5.2×10-5). In contrast, the average number of X and Y counts, respectively, over the 25 short 
measurements were 0.2 ± 0.4 (1sd) and 10.2 ± 3.3 (1sd). This corresponded to an X/Y ratio of 0.02 ± 
0.04. Using the FC estimates, the unweighted average and standard error of the X/Y ratios was 0.21 ± 
0.02 (sd = 0.9). It is well known that biases can be introduced in isotope ratios when either averaging 
ratios or summing all counts and then averaging, but this is beside the point here 5. There is no legitimate 
reason why these imprecise data should reduce the uncertainty on the WM when their unweighted 
average and variance should be perturbing the distribution’s center away from the WM. By including the 
imprecise data in our biased SEWM, we implicitly assert that the data have more degrees of freedom than 
they truly do. An inspection of the infinitesimally small sample weights and the resulting neff shows that 
this assumption is misplaced, so these data should not count equally towards reducing the uncertainty on 
the WM.

 The unbiased SEWM of the data was 1.1×10-4. This was ~2.1× larger than the SEWM of only the two 
precise points, and 5× larger than the biased SEWM. Despite their small weights, the imprecise points did 
contribute to the overall variance. The variance of the two precise points only was 5.41×10-9, whereas it 
was 1.54×10-8 for all of the points. With neff = 2.00, both variances were reduced by the same factor, 
yielding a larger SEWM for all the data together. Qualitatively this makes sense, since adding uncertain 
data to the distribution should only decrease confidence in its mean, even if only slightly.



Note, for this example, two precise measurements were chosen instead of one. If only one were 
chosen, then the n/n-1 term in the weighted variance would become extremely large resulting in an 
unbiased SEWM of 0.14 when taken with the rest of the uncertain data. This would be correct (i.e., taking 
the weighted mean of effectively one point should not be well constrained) but it was simply less 
illustrative than the two-point example where the unbiased SEWM was closer in scale to the uncertainties 
of the two dominant points.

While this scenario would be implausible, it was realistic in the sense that these data could be 
collected easily on a mass spectrometer or similar instrument that integrates counts over a discrete time. 
Calculating the traditional, biased WM and SEWM of such data may seem absurd to an incredulous 
scientist, however, this supports the argument that a more robust, unbiased estimator should be used 
universally instead of at the scientist’s discretion based upon the data.

3. Real Th/U RSF Data

 Here we compared the magnitudes of the biased an unbiased SEWM using real data reported in this 
paper. Figure 2 of the parent paper shows the Th/U RSF values for repeated measurements on CRM U900 
particles with the three different primary beam species. Data for the particles on graphite were reproduced 
in Table A-2. The unbiased SEWM were larger than the biased ones by approximately 15-18%. In addition, 
when calculating the 95% CI, equal to SEWM × t-value × Sqrt(MSWD), the t-value would be larger when 
using neff instead of n. For example, Table A-2 shows neff = 11.1 and n = 15 for O2

-. The two t-values for α 
= 0.05 would be 2.225 and 2.145, respectively, an additional expansion of the 95% CI by 4%.

B. Appendix: Additional Figures
Mass scans of 235U+ and 238U+ on CRM U900 and uraninite, respectively.
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Table A-2: Th/U RSF values from Figure 2 for CRM U900 particles on graphite.

N O- 
RSF +- O- 

(cont.) +- (O- 
cont.) +- O2

- 
RSF +- O3

- 
RSF +- O3

- 
(cont.) +- O3

- 
(cont.) +-

1 0.6400 0.0120 0.6661 0.0212 0.6877 0.0172 0.6725 0.0194 0.6696 0.0274 0.6627 0.0097 0.6529 0.0118
2 0.6491 0.0102 0.6694 0.0192 0.6906 0.0217 0.6736 0.0099 0.6748 0.0134 0.6983 0.0163 0.6806 0.0179
3 0.6582 0.0178 0.6623 0.0195 0.6847 0.0137 0.6578 0.0121 0.7083 0.0201 0.6688 0.0118 0.6538 0.0171
4 0.6791 0.0155 0.6446 0.0117 0.6726 0.0171 0.6835 0.0134 0.6683 0.0089 0.6836 0.0125 0.6564 0.0149
5 0.6619 0.0151 0.6681 0.0182 0.6629 0.0159 0.6713 0.0141 0.7255 0.0188 0.6600 0.0103 0.6526 0.0101
6 0.6597 0.0184 0.6571 0.0134 0.6759 0.0220 0.6194 0.0198 0.6606 0.0175 0.6925 0.0142 0.6935 0.0105
7 0.6923 0.0210 0.6892 0.0234 0.6473 0.0110 0.6175 0.0183 0.6641 0.0133 0.7072 0.0228 0.6631 0.0157
8 0.6531 0.0272 0.6652 0.0132 0.6738 0.0149 0.6742 0.0238 0.6763 0.0172 0.6830 0.0191 0.6651 0.0088
9 0.6500 0.0115 0.6716 0.0118 0.6735 0.0225 0.6261 0.0198 0.6633 0.0112 0.6925 0.0127 0.6790 0.0099
10 0.6643 0.0135 0.6791 0.0207 0.6664 0.0160 0.6308 0.0214 0.6363 0.0182 0.6773 0.0147 0.6776 0.0108
11 0.7084 0.0180 0.7201 0.0168 0.6943 0.0408 0.7055 0.0183 0.6547 0.0105 0.6611 0.0090  
12 0.6877 0.0135 0.7082 0.0317 0.6448 0.0200 0.6811 0.0402 0.6672 0.0182 0.6605 0.0122  
13 0.6563 0.0157 0.6574 0.0092 0.6758 0.0225 0.6584 0.0136 0.6574 0.0178 0.6934 0.0120  
14 0.7019 0.0164 0.6930 0.0126 0.6877 0.0172 0.6609 0.0173 0.6554 0.0096 0.6432 0.0136  
15 0.7103 0.0227 0.6629 0.0146 0.6906 0.0217 0.6812 0.0169 0.6347 0.0110 0.6353 0.0139  
16 0.6774 0.0134 0.6709 0.0173   0.6395 0.0076 0.6489 0.0205  
17 0.6802 0.0119 0.6970 0.0294   0.6785 0.0094 0.6677 0.0092  

    
 WM SEWM  WM SEWM WM SEWM  
unbiased 0.6688 0.0031 unbiased 0.6635 0.0069 0.6662 0.0031  
biased 0.6688 0.0027 biased 0.6635 0.0059 0.6662 0.0027  
% diff. 0% 15% % diff. 0% 18% 0% 15%  
n 47 n 15  44  
 neff 35.5      neff 11.1  33.8      

Figure B- 1: High MRP (M/ΔM = 3500, 50 eV energy bandpass) scans of major U isotopes using each primary beam. There is 
not difference in MRP or peak shape based upon primary beam species. Peak profiles are offset for visual clarity.
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