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Appendix A1: SAXS profile calculation

Ab-initio SAXS profile calculations have been immensely successful for obtaining high-

resolution target structures of proteins and colloids. Therefore, the same has also been

implemented in this work.1–3 Specifically, the ab-initio SAXS profiles were evaluated from

the coordinates of the amphiphiles by utilizing the Debye’s equation as follows:

I(q) =
N∑
i=1

N∑
j=1

ϕi(q)ϕj(q)
sin(qrij)

qrij
(1)

where N is the number of atoms, and ϕi and ϕj are the shape factors for the corresponding

atoms. The shape factors are derived from the quantum mechanical calculations,4,5 q = sinθ
λ

is the scattering vector, and rij is the pair-wise distance between the atoms. The values of
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ϕ are obtained as a function of scattering vector, and q is in the range of 0 to 3.50 Å−1. The

value of ϕi is obtained via the following equations:4

ϕi(q) = fv,i(q)− c1fs,i(q) + c2Sw,ifw,i(q) (2)

where fv,i(q) is the shape factor of an atom in vacuo, fs,i(q) is the shape factor of the

hypothetical atom that represents the displaced water (excluded volume), Sw,i is the solvent

accessible surface area of the atoms present, and fw,i is the shape factor of water. Here,

c1 and c2 are the model parameters. Specifically, c1 is used to adjust the electron density

contrast, and c2 is used to adjust the hydration shell thickness. The overall computation of

the ab-initio SAXS profiles are done using the ATSAS CRYSOL package.1

Appendix A2: MC simulation details

The overall goal of MC simulations is to incorporate MC moves that can generate a Markov

chain of states consistent with the system’s statistical mechanics.6–11 Specifically, for the

OAPB and DTA molecules, rotation, dihedral angle change, translation, bond angle varia-

tion, and configurational biased segment-wise regrowth of molecules are the set of MC moves

implemented to perform the simulations. The probability of accepting a particular MC move

is obtained from the standard Metropolis and Hasting’s algorithm (the explicit law is derived

in this section and is highlighted in Eq. 2)12 by following the approach highlighted in the

work done by Shah et al8. Specifically, multiple MC moves present in the literature were

studied to propose the combination of simple MC moves that can drive the DBC system

close to equilibrium in a computationally tractable fashion.

First, the rotation movement involves the rigid body rotation of the entire molecule about

one of the axis, i.e., the x, y, or z-axis, by an angle chosen from a uniform distribution of angles

in the range of 0-180°. Second, the dihedral angular variation movement include selecting

one of the dihedral angles in the flexible chains and then rotating it by a value sampled in
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the interval between 0-30°. Third, the bond angle variations involve randomly selecting a

bond angle of the long flexible chains and changing the angle to a definite value sampled

from a uniform distribution of 0-180°. The translation move involves the movement of the

center-of-mass of the entire flexible molecule by a value of δ. The value of δ is highlighted

in Table 1. The aforementioned MC moves a schematic highlighting them is presented in

Fig. 1.

Table 1: Values of the crucial parameters implemented in the MC simulations

Parameters Parameter values
δ 0.15 nm
ϵ 8.8 ·10−12 F/m
rcut 10 nm

Figure 1: The schematic of the different MC moves implemented.

Additionally, a segment-wise CBMC move is performed to sample the intramolecular con-

figuration.8 Specifically, CBMC moves involve a step-wise regrowth of the flexible molecules

by combining segments of molecules. In the step-wise regrowth of the OAPB and DTA

molecules during the CBMC simulations, segments are sampled from a repository that is

created beforehand. This repository is known as the library of segments. Generating this li-

brary involves performing the atom-wise regrowth of each segment. Therefore, configurations

with a wide range of bond angles are present in this library.
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Figure 2: The schematic of the CBMC moves considered for the segment-wise regrowth of
molecules.

Steps to implement the segment-wise CBMC move is mentioned as follows:

1. The probability of removing segments from either side is proportional to the number

of segments present on that side which is given as follows:

Premoval,k =

∑N
k 1∑k

1 1 +
∑N

k 1
(3)

where Premoval,k is the probability to remove all the segments after the kth segment in

the polymer. Specifically, this is simply the fraction of the segments that are present on

either side of the kth segment. In subsequent steps, the deleted segments are regrown.

2. The specific end from which the molecules regrow is referred to as i. At a given regrowth

point i, two decisions are made. The first decision is the choice of the regrowth segment

from the repository, and the second is the choice of the segment dihedral angle during

the regrowth process. The probability of choosing the jth segment while regrowing the

molecule from point i is Pij. Additionally, the likelihood of selecting the hth dihedral

angle at the regrowth point i is given as Pih.
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3. The probability for selecting the jth segment, Pij, is mentioned as follows:

Pij =
exp(− Uj

kbT
)∑

Nfrag
exp(− Uj

kbT
)

(4)

where Uj is the potential energy associated with one particular segment, and Nfrag is

the total number of segments present in the segment library.

4. The probability of choosing the hth dihedral angle, Pih, is given by the following equa-

tion:

Pih =
exp(−δUh)∑
k exp(−δUh)

(5)

where δUh is the change in potential energy on choosing one particular regrowth dihe-

dral angle, and k is the total number of dihedral angles that the growth segment can

orient towards.

5. When all the removed segments are regrown by following the aforementioned strategy,

two probabilities are calculated. The first is the probability of moving from the initial

state m to the final state n. The second is the probability for the reverse event, i.e.,

the probability of moving from n to m. The acceptance probability is calculated by

following the detailed balance criterion of the Markov chains and is obtained as follows:

Pm−n = min

(
1,

(
∏Ndel

i=1 P frag
ij P dih

ih )nm

(
∏Ndel

i=1 P frag
ij P dih

ih )mn

exp

(
− β

(
Un − Um

)))
(6)

where Un and Um are the potential energies of the state before and after the CBMC

moves, respectively, and β = 1
kbT

. It is to be noted that in this work, all the simulations

are done with an NVT ensemble if not mentioned otherwise. An illustration of the

implemented CBMC moves is highlighted in Fig. 2.
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Appendix A3: Coarse-grained force-field details

The second crucial feature of the proposed MC simulations is to consider coarse-grained force-

field based potential energy. The primary interaction potentials considered in the force-fields

are the bonded interaction and non-bonded long-range (i.e., Coulombic and the van der Waals

(VDW)) interaction. The total bonded potential considered in this work is comprised of the

harmonic potential due to bond-length stretching, potential due to bond angle variation,

and potential due to dihedral angle change. The 12-6 Lennard-Jones (LJ) potential is used

to model the VDW interaction. A cut-off distance of rcut (value highlighted in Table 1) is

fixed to restrict the calculation of the exact pair-wise potential. The LJ interactions beyond

the cut-off distance is approximated by the tail potentials and for the Coulombic interaction

a Ewald summation is used. In the calculation of Coulombic interaction, the value of the

permitivity of vacuum ϵ, used in this work, is highlighted in Table 1.

The coarse-grained model is built based on the atomistic model and is done via a trial-and-

error strategy. Specifically, an NPT ensemble of the all atom and coarse-grained molecules

with periodic boundary conditions are subjected to the MC simulation with a CHARMM all-

atom force-field and Martini-3 coarse-grained force-field, respectively.13,14 Then, the results

of bond length distribution and density obtained from the two simulations are compared.

Based on the mismatch obtained in the results, judicious modifications are made to the

coarse-grained model. Here, the coarse-grained model is built by utilizing beads of three

different sizes: tiny, small, and regular. These beads represent the all-atom to coarse-grained

maps in the ratio of 2:1, 3:1, or 4:1, respectively, with sizes of 0.34 nm, 0.41 nm, and 0.47 nm.

Furthermore, beads of three different types, the apolar (C); intermediate/non-polar (N); and

monovalent ionic (Q), are considered to capture the varying polarity for beads of each size.

It is to be noted that the varying LJ interaction parameters among different coarse-grained

beads helps capture the varying polarity of different atom groups. Subsequently, the explicit

solvent (i.e., water) molecules are modeled by the separate regular size water beads (W).
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