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A Supplementary information on the superstructure model22

In the following, supplementary material on the characteristics of the superstructure is provided. Detailed23

descriptions of the considered superstructure for combined pulp and fuel production, including the Kraft24

pulp mill, thermochemical conversion pathways and fuel synthesis models are available in [1], the following25

provides a summary of the process model parameters.26

Table 1: Kraft pulp mill.

Unit Value References

Pulp mill

Pulp production adt/day 1000 [2]

Black liquor stream kg/s for 1000 adt
pulp/day

14.89 [2]

Bark stream kW bark/adt
pulp

33.5 [3]

Lime kiln and chemical recovery [4, 5]

Tcalcination °C 900 [4, 5]

Tproduct °C 300 [6]

Reburn specific heat J/kg/K 989 [4]

CO2 specific heat J/kg/K 919 [4]

Heat of calcination kJ/kg 3270 [4]

Inerts specific heat J/kg/K 1046 [4]

Availability % 85 [6]

Dust loss % 5 private data

Solid content % 73.5 private data

Enthalpy of evaporation kJ/kg 2439 [4]

Na2CO3 in smelt g/kg dry solids
black liquor

278.3 [7]

Shell losses in kiln % of heat input 15 [8]

A.1 Thermoechmical conversion pathways27
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Table 2: Black liquor gasification.

Unit Value References

Gasification of black liquor

Hydrolysis [9]

Lignin fraction in organic
biomass

wt %DAF 94

H/C-ratio of lignin molDAF 1.11

O/C-ratio of lignin molDAF 0.33

Effective water content wt% 93

Decomposition of carboxylic salts [10],[11]

Reactor yield - 0.7

Salt separator [12]

Recovery of inorganic
cooking chemicals

% 100 [13]

Organic losses in salt brine % 10 [9]

Hydrothermal Gasification [9]

Reactor temperature °C 700 [14]

Reactor pressure bar 250 [15]

Gas expander isentr. effi-
ciency

− 0.8 [15]

Liquid expander isentr. ef-
ficiency

− 0.82 [15]

Pressure Swing adsorption (PSA) [16]

Recovery % 52

Purity mol% 99.996

Number of beds - 4

Operating pressure bar 30 [17]

Operating temperature °C 25 [18]

Adsorbent Activated carbon/zeolite

Selexol and Pressure Swing adsorption [9, 17, 19]

Pressure selexol/ PSA bar 70/ 30

Temperature selexol/ PSA °C 25

Recovery H2 selexol % 100

Recovery H2 PSA % 80

Number of beds PSA - 6

Purity mol % 99.997

COS hydrolysis [20]

Temperature °C 220
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Pressure bar depending on AGR unit

Warm-Temperature Syngas Desulfurization [21, 22]

Temperature °C 330

Pressure bar 30
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Table 3: Termochemical conversion pathways of bark.

Unit Value References

Pretreatment [23–26]

Drying technology - Steam/air drying

Moisture content after dry-
ing

% 10 (FT) /
20

Gasification [23–26]

Operating conditions (T,p), agent, steam to dry biomass ratio

Directly heated entrained
flow (ENF)

°C, bar, -,- 1350, 30, oxygen-steam, 0.6

Directly heated circulating
fluidized bed (CFB)

°C, bar, -,- 850,1, oxygen-steam, 0.6

Indirectly heated fast in-
ternally circulating fluid-
ized bed (FICFB)

°C, bar, -,- 850,1, oxygen-steam, 0.5

Gas conditioning [23–26]

Gas cleaning technology - cold/hot

Gas cleaning temperature °C 150 / 850

Gas cleaning filter pressure
drop

mbar 1000

Gas cleaning flash temper-
ature

°C 25

water gas shift (WGS)
temperature

°C 300

CO2 removal - MEA [27]

MEA heat requirements MJ/kg CO2 3.3 (at 150°C, 20% recoverable)

MEA electricity require-
ments

kJ/kg CO2 25

Fuel synthesis [23–26]

Operating conditions

Fischer-Tropsch (FT) syn-
thesis pressure, temperat-
ure

bar, °C 25,220

dimethyl ether (DME) syn-
thesis pressure, temperat-
ure

bar, °C 50,277

methanol synthesis pres-
sure, temperature

bar, °C 85,315

synthetic natural gas
(SNG) synthesis pressure,
temperature

bar, °C 5,327

Technology and catalyst
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FT synthesis Multi tubular fixed bed reactor, Co/Zr/SiO2

DME synthesis Slurry phase reactor , ACZ, HZSM-5

Methanol synthesis Multi-stage fixed bed reactor , Cu/ZnO/Al2O3

SNG synthesis Internally cooled fluidized bed reactor , NiAl2O3

Upgrading [23–26]

FT upgrading Private data

DME upgrading Flash distillation

Methanol upgrading Flash distillation

SNG upgrading Membranes, PSA

Fuel specifications [23–26]

FT specification, temper-
ature, pressure

-, °C , bar Liquid fuels, 25, 1

DME specification, tem-
perature, pressure

-, °C , bar 99.8 vol%, 25, 1

Methanol specification,
temperature, pressure

-, °C , bar 99.4 vol%, 25, 1

SNG specification, temper-
ature, pressure

-, °C , bar 96 vol%, 25, 50

A.2 Fuel cell and co-electrolysis28

Table 4 summarizes the key modeling assumptions for the electrolysis and fuel cell models added to the29

superstructure.30

A.3 Carbon capture, mineralization, and geological sequestration31

The models for direct and indirect mineralization are adapted from Ostovari, Sternberg and Bardow [31]32

and Sṕınola et al. [32], considering serpentine as possible feedstock to complement residues from the mill.33

Hereafter, the main process modeling assumptions are summarized; details on the adapted simulation34

models can be found in [33].35
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Table 4: SOEC/SOFC units.

Unit Value Reference

Alkaline electrolysis

Water in kg/s 0.080 [28]

Hydrogen out kg/s 0.069 [28]

Oxygen out kg/h 0.170 [28]

Electricity in kWh 1000 [28]

System efficiency kWe/kg H2 52 [28]

Solide oxide Co-
electroysis

[29]

Water inlet kg/s 1.533

CO2 input kg/s 2.64

Syngas produced kg/s 3.011

Oxygen co-produced kg/s 1.162

Electricity input kW 18336

Solide oxide fuel cell [30]

Fmin kWe 250

CH4 in kg/s 1

CO2 out kg/s 2.75

ηelec % 75

Table 5: Direct mineralization.

Unit Value Reference

Grinding and magnetic separation [31, 34]

Serpentine in t 2.3

Electricity demand kWh 190

Magnetic material out t 0.2

Carbonation reactor and postprocessing [31, 34]

Operating temperature °C 155

Operating pressure bar 140

MgCO3 out t 1.9

SiO2 out t 0.9

Solvent recovery rate % 90
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Table 6: Indirect mineralization.

Unit Value Reference

Grinding and Phase 1 reactor: mineral extraction [31, 34]

Serpentine in t 3.9

Electricity demand kWh 63

Ammonium sulfate makeup t 0.3

Phase 2 reactor: hydroxide formation [31, 34]

Operating temperature °C 50

Operating pressure bar 0.5

Phase 3 reactor: carbonation and postprocessing [31, 34]

Operating temperature °C 300

Operating pressure bar 25

MgCO3 out t 2

Carbon capture is modeled as a blackbox model of monoethanolamine (MEA) with specific heat and36

electricity requirements and performance indicators from Heyne and Harvey [27]. For geological sequest-37

ration, compression of CO2 to high-pressure levels for transportation is required. The costs for transport38

and storage are provided in Table 14. Sequestration and MEA modeling assumptions are summarized in39

Table 7.40

Table 7: Carbon capture and sequestration.

Unit Value Reference

CO2 capture technology [27]

Electricity demand kJ/kg CO2 25

Heat demand, temperature MJ/kg CO2, °C 3.3, 150a

CO2/water removal rate % 95

Sequestration

Pressure bar 60 [35]

a20% of heat are recoverable between 90 and 40°C [27].

A.4 Residential district41

Table 8 provides information about the heating technology units and the photovoltaic units. The invest-42

ment costs for the installation of the district heating network (DHN) are calculated using the approach43

provided in [36] with specific cost data from Belfiore [37], and average heat loss assumptions from Masatin,44

8



Latõšev and Volkova [38]. Two types of district heating networks are considered in the superstructure, a45

fourth generation, medium-temperature water district heating network, operating at supply and return46

temperatures of 60 °C and 30 °C, respectively, as well as an innovative fifth-generation district heating47

network, operating on CO2 as the working fluid with supply and return temperatures of 15 °C and 13 °C.48

Both DHN models are adapted from RA Suciu [36].49

For providing the heat at the required temperature levels for space heating and domestic hot water50

demands, heat pumps can be installed at the district level; the models are adapted from RA Suciu [36]51

and Henchoz et al. [39]. The network is balanced using a central plant that exchanges heat with the52

pulp mill and can provide additional heat to the DHN by heat pumping (CO2 network, heat pump53

model adapted from RA Suciu [36]) or a conventional boiler operation (water network, boiler model54

adapted from [40]). The residential district model is limited by simplifications regarding temperatures of55

the demands and their dependency on external conditions. For modeling transportation efficiencies, the56

assumption in Table 9 are used. Table 10 provides the energy content of the fuels used for the analysis of57

the transportation demands, further elaborated the main article.58

Table 8: District model characteristics.

Unit Value Reference

District heating network [30, 39, 41]

Water network, T supply, T return °C 60, 30

CO2 network T supply, T return °C 15, 13

CO2 network pressure bar 50

Conventional heating system

Fuel split in commune heating % 20/40/40 (gas/oil/other) [42]

Efficiency gas boiler % 95 [43]

Photovoltaic [36, 44]

T a °C 15

T ref °C 25

Uglass W/m2 29.1

Solar irradiation through PV glass fglass - 0.9

Efficiency ηpv,ref - 0.14

ηpv,variation - 0.001

Electricity provisiona, E−,pv kW 1.66

afor reference area of A=100 m2 and irradiation I=100 W/m2.
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Table 9: Efficiency of transport mediums.

Modelling assumptions Unit Value Reference

in 2019 [45]

Fuel-powered car MJ/pkm 1.78

Electric car kWh/vkm 0.17 [46]

Bus MJ/pkm 1.01

Freight MJ/tkm 2.74

in 2030a

Fuel-powered car MJ/pkm 0.98

Electric car kWh/vkm 0.17 [46]

Bus MJ/pkm 0.56

Freight MJ/tkm 1.51

aassuming linear efficiency improvement from [47].

Table 10: lower heating value (LHV) and exergy of products and fuelsa.

Product LHV [MJ/kg] Exergy [MJ/kg]

FT fuel 44.81 47.94

Methanol 19.83 21.22

DME 28.83 30.84

SNG 47.89 52.12

Hydrogen 119.70 116.50

Pulp 8.15 9.21

Diesel 42.61 NA

Gasoline 43.45 NA

Nat. gas 50.02 NA

aLHV based on flowsheeting results, exergy calculated
with factors provided in [48].
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A.5 Demands of residential district59

The average transportation demand is summarized in Table 11, information on the heating and electricity60

demands of the district, as well as the weather data is provided in Table 12 for average annual data. In61

Figure 1, samples of the hourly demand profiles included in the model are presented and normalized on62

the respective annual averages.63

Table 11: Shares of passenger vehicles in France for 2019 and 2030.

Value Unit Commodity Reference

2019 [49]

27 % Gasoline

71 % Diesel

2 % Electricity and others

2030 [50]

16 % Gasoline

24 % Diesel

60 % Electricity and others
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Figure 1: Hourly district demands and weather data profiles for one year, adapted from Middelhauve [51],
PM Stadler [52] and Cedric Terrier, Luise Middelhauve and François Maréchal [53].
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Table 12: District demands and weather data.

Unit Value Reference

Size and demandsa [51, 52]

Reference size district capita 568

Scaling factor district - 300/150b

Annual average demands per capitaa

Domestic hot water demands kWh 630 [51, 52]

Space heating demand kWh 4080 [51, 52]

Electricity demand kWh 1200 [51, 52]

Personal transport demand pkm 10800 [53]

Freight transport demand tkm/yr 4300 [54]

Public transport demand pkm/yr 4500 [49]

Annual average weather dataa [51, 52]

Global irradiation GI W/m2 135

External temperature Text °C 10.4

ademands and weather data are given as annual average; in the model, data for hourly
resolution is included from the respective references, byields a city size of 170000 and 85000
inhabitants.

B Supplementary information on parameter space and the solution64

synthesis65

B.1 Mathematical formulation and heat exchange characteristics of superstructure66

optimization problem67

The mathematical formulation of the superstructure and optimization in the lower level is adapted from68

[55, 56], it has also been applied and described in detail in previous studies, such as [1, 57]. The main69

aspects are summarized hereafter; for more details, the interested reader may consult the cited references.70

For each unit u in the system, energy and mass flow models are built to describe the conversion in the71

unit regarding streams, physical properties, mass, and energy balances, and to obtain the characteristics72

of the interfaces offered for integration with other units. Presuming a set of possible units U and a set73

of possible system states T, binary decision variables yuseu and yuseu,t define whether a unit is installed and74

whether it is used in timestep t. Continuous decision variables fmult
u and fmult

u,t describe the size of the75

installed unit and the level of usage at which it is operated in each period t. Continuous variables fmult
u are76

constrained by parameterized upper and lower bounds F
min/max
u . Similarly, the binary decision variables77

yuseu and yuseu,t are limited by Yu that determines whether a unit is considered for the generation of results.78

12



In the superstructure model, these variables are related to each other by the set of Equations 1- 3.79

Fmin
u · yuseu ≤ fmult

u ≤ Fmax
u · yuseu ∀ u ∈ U (1)

Fmin
u · yuseu,t ≤ fmult

u,t ≤ Fmax
u · yuseu,t ∀ u ∈ U, t ∈ T (2)

Yu ≥ yuseu ≥ yuseu,t ∀ u ∈ U, t ∈ T (3)

Requirements for each resource are satisfied by internal production and imports (Equation 4). The overall80

resource balance ensures that import, export, production, and consumption are balanced in the system, as81

formulated in Equation 5. ṁ+
re,u,t and ṁ−

re,u,t define the reference mass flow rate of resource re consumed82

(+) and provided (-), respectively, in unit u at timestep t. For each unit, the mass balance of streams83

entering and leaving in a timestep t needs to be closed (Equation 6). It needs to be noted that for clarity84

of the following mass balance formulation, both in and outgoing streams are labeled as resource, with85

the respective sign (+/-) indicating the direction. In the main text of this thesis, outgoing resources86

might be referred to as services (se) provided by the mill. More detailed information on the mathematical87

formulation of the superstructure optimization problem applied in this thesis is provided in [56].88

∑
u

fmult
u,t · ṁ−

re,u,t + Ṁ
−
re,t −

∑
u

fmult
u,t · ṁ+

re,u,t ≥ 0, ∀re ∈ RE,∀t ∈ T (4)

∑
u

fmult
u,t · ṁ+

re,u,t + Ṁ
+
re,t − Ṁ

−
re,t −

∑
u

fmult
u,t · ṁ−

re,u,t = 0, ∀re ∈ RE,∀t ∈ T (5)

∑
re

fmult
u,t · (ṁ+

re,u,t − ṁ−
re,u,t) = 0, ∀u ∈ U,∀t ∈ T (6)

All units are connected to a utility system, enabling the energy demand and supply profile of each unit89

to be satisfied, considering their respective temperature-enthalpy profiles. Minimum energy requirements90

are calculated applying the Pinch analysis and heat recovery approach presented by Marechal and Kal-91

itventzeff [58], based on the work of Linnhoff and Hindmarsh [59]. The list of all stream inlet and outlet92

temperatures is extracted and ordered to generate the set of temperature intervals K of the size Nk [56].93

The energy balance is closed in each temperature interval k (Equation 7), and residual heat (Ṙt,k) flows94

from higher to lower temperature levels. Following thermodynamic feasibility, cascaded heat flows are95

positive, while values in both the first and the last interval are zero (Equation 8). q̇u,t,k represents the96

reference heat load for unit u in timestep t and temperature interval k [55].97
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∀k ∈ K∑
u

q̇u,t,k · fmult
u,t + Ṙt,k+1 − Ṙt,k = 0 ∀t ∈ T (7)

Ṙt,k ≥ 0, Ṙt,1 = Ṙt,Nk+1 = 0 ∀t ∈ T (8)

In this work, the described mixed integer linear programming (MILP) formulation is further enhanced98

by simultaneous optimization of water and energy developed by Kermani et al. [60], where the thermal99

characteristics of water streams are considered for heat integration.100

Within the mathematical formulation of the optimization problem in the lower-level framework, the energy101

and process models relevant to the superstructure are organized in so-called clusters. Clusters are defined102

as entities that can exchange resources freely among each other, but heat can only be exchanged between103

the different clusters by means of hot water loops or evaporation and condensation of water in the steam104

network [2]. Thus, per cluster, the heat cascade is defined, as described in Section B.1. Table 13 displays105

the organization of process units in different clusters for the analyzed system of combined pulp and fuel106

production, adapted from [2] and enhanced for considering fuel production.107

Table 13: Cluster structure in lower-level optimization problem and included process units.

Cluster digester Cluster recovery boiler Cluster fuel production

Washing Evaporator Methanol synthesis

Digester Recovery boiler DME synthesis

Recausticizer Biomass boiler SNG production

FT fuel synthesis

Hydrothermal gasification

Electrolysis

Cluster pulp machine

Pulp machine

Bleaching

B.2 Complexity reduction by means of time series aggregation108

Time series aggregation (TSA) methods have gained remarkable significance in the modeling and design109

of a wide range of energy system applications where seasonal, daily, or hourly variations in demand,110

supply, or parameter spaces are of importance. A comprehensive review is provided by Hoffmann et al.111

14



[61], investigating TSA methods for modeling energy systems. Schütz et al. [62] compare aggregation112

methods based on their performance; it was found that k-medoids is most reliable when approximating113

costs of systems by means of TSA, which is also confirmed by Hoffmann et al. [61].114

Input data
pretreatment

K-medoids clustering

Solving of aggregated
problem  satisfied?  Solving operation with

full time series

   satisfied? 

n= n+1 n= n+1

n= 2

no

yes

no

yes Number of clusters
used for solution
generation = n

Figure 2: Proposed algorithm for determining the required number of clusters, adapted from Middelhauve
et al. [63], Baumgärtner et al. [64] and Bahl et al. [65].

For determining the required number of clusters for analyzing the above-described superstructure ad-115

equately, a systematic method for bounding the error of the aggregation in the objective function is116

followed, as proposed by Baumgärtner et al. [64] and Bahl et al. [65] and further developed by Middel-117

hauve et al. [63]. In each iteration of the incremental increase of TSA resolution, an upper and lower118

bound of the objectives are evaluated until a convergence criterion on the gap is met. The lower bound119

is derived from solving the relaxed problem, whereas the upper bound is defined as the solution of the120

operating problem in consideration of the complete time series and fixed unit sizes given by the relaxed121

solution [63–65]. Another convergence criterion is considered, in which the relaxed solution of a proposed122

number of clusters n is compared to the previous solution for n − 1 clusters. Only when a defined con-123

vergence criterion is reached, the operating problem is evaluated for the full-time series, fixing the unit124

decisions to the findings of the relaxed solution. The procedure for TSA is displayed in Figure 2.125

B.3 Parameter sampling and time-dependency126

For the consumed resources re ∈ RE and provided services se ∈ SE, the nominal prices displayed in Table127

14 are included. Impact factors are taken from the Ecoinvent database, version 3.6 [66]. As mentioned128
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in the main article, samples are drawn twice from the parameter space, once for solution generation and129

once during solution exploration. For sampling when generating and exploring solutions, latin hypercube130

sampling (LHS) is applied for all parameters that are not assumed to be time-dependent. Table 15 gives131

an overview of the parameter variations considered in both sampling steps, not including time-dependent132

parameters such as electricity and fuel prices as well as the impact factors of electricity.

Table 14: Nominal values of key economic parameters considered in solution generation and exploration.

Parameters Unit Value Reference

Interest rate % 6

Expected lifetime years 20

Wood price USD/kg 0.093 [67]

Pulp price USD/kg. 0.882 [68]

Electricity pricea USD kWh 0.105 [69]

Natural gas price USD/kWh 0.026 [70]

FT price USD/kg -1.108 [71]

Methanol price USD/kg -0.390 [72]

DME price USD/kg -0.470 [73]

SNG price USD/kWh -0.075 [74]

H2 price USD/kg -2.500 [75]

Quicklime price USD/kg 0.117 [76]

Freshwater price USD/kg 0.0012 [77]

Landfill price USD/kg 0.0013 [78]

CO2 sequestration: transport USD/kg/250 km 4 [79]

CO2 sequestration: storage USD/kg 11 [80]

Waste heat to district heating USD/kWh 0.075 [81]

Diesel priceb USD/l 1.439 [82]

Gasoline priceb USD/l 1.515 [82]

Residential heating mixc USD/kWh 0.0689 [36]

aannual mean, variation with electricity price from [83], bannual mean, variation
from WTI crude oil price from [84], ccurrent energy mix for heating and cost
adapted from [36].

133

For the time-dependency of energy commodities, the historical behavior of natural gas, electricity, and134

crude oil is considered. In the superstructure model, it is assumed that SNG prices follow trends of natural135

gas, whereas prices of liquid fuels follow the crude oil prices [86]. Annual means and the references for136

time-dependent economic data are provided in Table 14.137

For including the time-dependent variation in the superstructure model for solution generation, the avail-138

able historical, time-dependent data is varied by two parameters: one that shifts the observed data either139

up or down and one that adds noise to the observed data points. The noise added follows a normal140

distribution with the standard deviation equaling half of the observed standard deviation in the historical141
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Table 15: Sampling characteristics of parameter space.

Parameter Description Variationa

pun(u) Normalized variation of investment cost of unit u ∈ U∗, U∗ = hy-
drolysis, salt separator, hydrothermal gasification, sulfur removal,
CO2 removal

± 50

pun(u) Normalized variation of investment cost of unit u ∈ U , U = elec-
trolysis, co-electrolysis, brine electrolysis, dry biomass pretreat-
ment, gasification, gas conditioning, fuel synthesis reactors (FT,
MeOH, DME), SNG synthesis, storage tanks, PV, DHN, miner-
alization

± 20 [85]

iun(r) Normalized variation of impact of resource r ∈ r , except for
electricity

± 20

run(r) Normalized variation of market price of resource r ∈ r, except for
electricity, natural gas, SNG and biofuelsb

± 20

aall parameters sampled with Latin Hypercube Sampling during solution generation and uniformly distrib-
uted for solution exploration. Parameters for which time-dependency is acknowledged are not displayed,
bSNG, natural gas are considered to follow natural gas trends, biofuels are considered to follow crude oil
prices.

data. The newly-obtained data is clustered based on the required number of clusters determined by TSA142

and used as input for each formulated problem solved by the lower-level framework.143

To ensure realistic data points are used for result generation, a literature review on correlations between144

electricity, crude oil, and natural gas prices is conducted. Historically, natural gas and refined petroleum145

products have been used as close substitutes in power generation and industry, leading to natural gas prices146

tracking the prices of crude oil [87]. A strategic statistical analysis of the integrated energy market in147

Europe is addressed by Bencivenga, Sargenti and D’Ecclesia [87], investigating the short-run relationship148

between oil, natural gas, and electricity in the European energy markets, and identifying possible long-run149

equilibrium relationships. Correlation analysis presented itself as non-effective due to the non-stationarity150

of the data, but cointegration was able to detect a relationship between the individual commodities [87].151

In 2014, a report requested by the European Parliament was released, investigating the dependencies in152

the European energy market [88]. Electricity prices tend to vary considerably throughout Europe and153

generally show a moderate correlation to oil price developments. Different Merit-order curves in different154

countries lead to different electricity prices, and market integration into a single electricity market in155

Europe has not yet been fully achieved [88]. Generally, oil product prices such as diesel and gasoline are156

strongly related to crude oil prices because of the high share of feed-stock costs in their production [88].157

The main pathway of high oil prices being translated into gas and electricity prices was originally induced158

by the still dominant practice of indexing gas prices to oil prices, prevalent in most gas supply contracts159
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in Europe. It was found that even though gas and oil suppliers share common fundamental price drivers,160

if oil indexation is absent, gas and oil prices are often decoupled [88]. Recently, an increasing share of161

studies has addressed the inter-dependencies of actors in the energy market, especially encouraged by the162

increasing price volatility in the energy commodity markets, addressing risk management in the financial163

sector and the increasing interest in clean energy technology [89–91].164

To acknowledge both time-dependent price and impact variation and inter-dependencies between com-165

modity prices in this study, the covariance of electricity prices regarding oil, natural gas prices, and166

environmental impact are calculated for different temporal resolutions. Between the electricity price and167

the impact, a positive correlation can be observed, meaning that more expensive electricity can be asso-168

ciated with a higher impact. For the oil and natural gas prices, no strong correlation is observed, even169

though both are mainly driven by the same components [86]. Reasons for this might be the different170

time-resolution of the obtained data, as well as the much more dynamic character of the electricity price171

that makes observations on correlation on an hourly basis challenging. Daily and biannual data reveal172

higher correlations, but since the data set used in this study is supposed to represent typical hours, this173

information is not adequate to draw conclusions.174

Therefore, a ratio-based approach is applied instead of relying on the covariance, where oil and natural175

gas prices are sampled as previously described. A sample is accepted if the ratios between electricity176

price, gas price, and oil price are within the observed proportions in the historical data set. Obtained177

samples are then used to scale the energy prices included in the superstructure model. The price for SNG178

and natural gas is scaled with the sampled data for natural gas, liquid fuel prices with the crude oil price,179

and electricity prices with the electricity price sample. The applied ratios for acceptance are displayed in180

Table 16.181

Table 16: Accepted ratios for sampling commodity prices, based on historical normalized prices.

Ratios [%] Electricity price Oil price Natural gas price

Electricity price 1 40-800 90-120

Oil price - 1 60-115

Natural gas price - - 1

B.4 Country-specific data182

Country-specific data used to extrapolate the analysis to the European level is provided in Table 17.183
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C Supplementary information on the results184

Choice of residential district size185

For determining an adequate size of the district to be considered for integration, the performance of186

conventional mill operation is analyzed with different district sizes, allowing for no conventional heating187

of the district. The sensitivity analysis reveals that for the assumed heating demands (Table 8), a city188

size of 170000 inhabitants could theoretically be heated by the mill, given the mill is operating in a189

conventional mode without fuel production and other additional process units. For the presented study,190

a district size of 85000 is chosen, to allow for the analysis of trade-offs between the provision of different191

energy commodities. However, it needs to be noted that the outcomes of the study, specifically the192

reported expenses or emission reduction potentials per inhabitant, are largely linked to the assumption193

of district size.194

System configurations195

The results of optimization for Perspective S with a district size of 85000 inhabitants is presented in Table196

18. The configurations that are selected by the internal optimization and manually are highlighted in197

grey.198

D Design references199

Icons for describing the superstructure development were extracted from Flaticon: www.flaticon.com.200

Glossary201

CFB circulating fluidized bed.202

DHN district heating network.203

DME dimethyl ether.204

EI environmental impact.205

ENF entrained flow.206

EU European Union.207
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Table 19: Author acknowledgments of icons from Flaticon.

Icons Author’s website hyper-
link

Solar panel icon, electric pole icon, worker
icon, boiler icon, paper stack icon, tree icon

Freepik

Bus icon Hight Quality Icons

Car icon fjstudio

Electric car icon, truck icon kosonicon

House icon Kiranshastry

Building icon, power generation icon Smashicons

Fuel icon Those Icons

Factory icon monkik

People icon Vitaly Gorbachev

Solar panel icon Khoirul Huda

FICFB fast internally circulating fluidized bed.208

FT Fischer-Tropsch.209

GWP global warming potential.210

LHS latin hypercube sampling.211

LHV lower heating value.212

MEA monoethanolamine.213

MILP mixed integer linear programming.214

SNG synthetic natural gas.215

TSA time series aggregation.216

WGS water gas shift.217
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