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Experimental Details 

 

Materials 

 N-isopropyl acrylamide (NIPAm, purity 98%), N,N′-methylenebis(acrylamide) (BIS, 

97%), potassium peroxodisulfate (KPS, 95%), sodium dodecyl sulfate (SDS, 95%), hydrochloric-

acid solution (HClaq), hydroxide solution (NaOHaq), and sodium chloride (NaCl, 99%) were 

purchased from FUJIFILM Wako Pure Chemical Corporation (Japan) and used as received. 

Acrylic acid (AAc, 99%) was purchased from Sigma-Aldrich and used as received. Distilled and 

ion-exchanged water was used for all experiments, including the preparation of solutions and 

dispersions (EYELA, SA-2100E1). 

 

Microgel synthesis 

 Aqueous free radical precipitation polymerization was used to synthesize 66 types of 

microgels according to the conditions shown in Table S1. Initially, an aqueous solution containing 

the monomers, NIPAm (and AAc), and the crosslinker BIS was poured into a four-necked round-

bottom flask equipped with a mechanical stirrer and a reflux condenser. Subsequently, the 

monomer solution was heated to the constant polymerization temperature (Table S1) in an oil bath. 

Simultaneously, the dissolved oxygen in the solution was removed by sparging with nitrogen for 

at least 0.5 h. Then, the surfactant SDS and initiator KPS dissolved in water were added, 

respectively, to the solution to initiate the polymerization. The polymerization was allowed to 

proceed for 4 h, and the resultant microgel dispersion was cooled to room temperature to stop the 

polymerization. The obtained microgels were purified using at least two rounds of centrifugation 

and redispersion in water and/or by dialysis with pure water for several days. 

 

Scanning electron microscopy (SEM) 

The morphology and size uniformity of the 70 types of microgels were evaluated using 

SEM (JEOL Ltd., JCM-7000) and field emission (FE)-SEM (JEOL Ltd., JSM-IT800SHL). For 

this purpose, droplets of diluted microgel dispersions were dropped and dried on polystyrene 

substrates at room temperature. Subsequently, the samples were sputtered with Pt/Pd (15 mA, 6 

Pa, 80-320 s) prior to observation. 

 

Dynamic light scattering (DLS)  

The hydrodynamic diameter (Dh) of the 70 types of microgels was measured using DLS 

(Zetasizer Nano S, Malvern Instrument Ltd.). For the preparation of the samples, 1 mL of diluted 

microgel dispersions with 1 mM ionic strength was used after adjusting to pH = 3. The samples 

were measured at a constant temperature (25 °C or 40 °C); equilibration was ensured at each 

temperature by applying a resting period (10 min) prior to the DLS measurements. The correlation 

function of the scattering intensity g2(τ) and the correlation function of the scattering electric field 

g1(τ) are given by the following equations: 

𝑔2(𝜏) − 1 = 𝛽|𝑔1(𝜏)|2                    (Eq. S1) 

𝑔1(𝜏) = exp (−𝐷𝑞2𝜏)                     (Eq. S2) 

where τ is the decay time, β is the extrapolated value at τ = 0, and D is the diffusion coefficient; q 

is the scattering vector. The vacuum wavelength λ of the irradiating laser beam was 633 nm, and 

the total scattering angle θ was 173°. All Dh values were calculated using the Stokes–Einstein 

equation (Eq. S3), based on the average of three measurement cycles. 
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𝐷h =
𝑘𝑇

3𝜋𝜂𝐷
                     (Eq. S3) 

Here, k is the Boltzmann constant, T is the absolute temperature (25 °C = 298 K, 40 °C = 318 K), 

and η is the viscosity of water at 298 K or 318 K. The Dh values were calculated using software 

(Malvern, Zetasizer software v. 7.12) or manually using the slope of the graph in Eq. S2 when the 

accuracy of the automatic software calculation seemed to be poor based on the correlation function 

data. 

 

Construction of the prediction model [ref. S1] 

The dataset in Table S1 was used for machine learning. Using ES-LiR, linear regression models 

were prepared for all the combinations of xn (2
n−1 patterns), i.e., {x1 only}, {x1, x2}, {x1, x3}, {x1, 

x4}, … ,{x1, xn}, {x2, x3}, …,{xn−1, xn}, {x1, x2, x3}, {x1, x2, x4}, … {x1, x2, …, xn}. Each xn has an 

option whether it is used or not. The total 2n combinations of the multiple linear regression models 

are constructed exhaustively. As the case without the use of any xn was removed, total 2n−1 models 

were constructed. The prediction accuracy of the models was verified by cross-validation error 

(CVE). After the constructed models were sorted in the ascending order of the CVE values, the 

coefficients were summarized in the weight diagram. This algorithm was implemented in Python.  

The descriptors were first extracted from the weight diagram visually. Then, the further selection, 

including the addition and removal, was carried out based on our chemical insight. After the 

descriptors were selected based on the weight diagram, five-fold cross-validation was carried out 

to validate the model (Figs. S4 and S5).  
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Results and Discussion 

 

Table S1. List of the experimental values of the explanatory variables (xn: n = 1–10) and the 

objective variables (y) 
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Figure S1 (continues) Representative SEM and FE-SEM images of the microgels. 
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Figure S1 (continued) Representative SEM and FE-SEM images of the microgels. 
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Figure S2 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y1). 
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Figure S2 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y1). 
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Figure S2 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y1). 
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Figure S2 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y1). 
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Figure S2 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y1). 
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Figure S2 (continued) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y1). 
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Figure S3 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y2). 
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Figure S3 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y2). 
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Figure S3 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y2). 
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Figure S3 (continued) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y2). 
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Figure S3 (continued) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y2). 
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Figure S3 (continues) Time–correlation function of the scattering intensity, g2(τ)−1, and 

calculated time-correlation function of the scattering electric field, ln[g1(τ)], of each microgel (y2). 
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Figure S4. Model construction processes for y1. (a–e) Relationship between the estimated and 

measured Dh for the constructed models with the different descriptors: (a) x1, x3, x5, x6, x7, x9, and 

x10. (b) x5, x6, x7, and x10. (c) x1, x5, x6, x7, and x10. (d) x5, x6, x7, x9, and x10. (e) x1, x5, x6, x7, x9, and 

x10. (f) Relationship between the estimated and measured Dh in five-fold cross-validation of y1 

predictor (x1, x5, x6, x7, x9, and x10) using the five different training (black) and test (red) datasets.  

 

   As mentioned in the main text, the descriptors were selected three steps combining the weight 

diagram of ES-LiR and our chemical insight. The descriptors were finally determined based on 

the following factors: the relationship between the measured and estimated Dh, RMSE values, and 

interpretability of the selected xn in the chemical insight.  

The descriptors were extracted from the weight diagram in the first step. For y1, the descriptors 

x1, x3, x5, x6, x7, x9, and x10 were extracted based on the color intensity and density from the weight 

diagram (Fig. 3a and Fig. S4a). Then, the descriptors x5, x6, x7, and x10 were selected based on our 

chemical insight considering the mechanism of precipitation polymerization (Fig. S4b). However, 

the prediction accuracy lowered with decreasing the number of the descriptors. The descriptors x1 

and/or x9 were added to x5, x6, x7, and x10 (Fig. S4c–e) for improving the prediction accuracy. In 

this manner, we finally determined the descriptors x1, x5, x6, x7, x9, and x10 for y1 (Fig. 3c).  

The training dataset was randomly divided into five groups. Four groups were assigned to the 

training data, and the remaining group was used as the test data for validation. After construction 

of the model, the root-mean-squared error (RMSE) was calculated for both the training and test 

data. This validation was carried out in five patterns, changing the assignment of the test data. The 

average RMSE values were 116 ± 7.0 nm for the training data and 130 ± 32 nm for the test data 

(Fig. S4f). The positive and negative correlations of the descriptors did not change depending on 

the model. Therefore, the extracted descriptor is suitable for predicting y1. 
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Figure S5. Model construction processes for y2. (a–c) Relationship between the estimated and 

measured Dh for the constructed models with the different descriptors: (a) x1, x2, x3, x5, x6, x7, x8, 

and x10. (b) x2, x5, x6, x7, and x10. (c) x2, x3, x5, x6, x7, and x10. (d–f) Relationship between the 

estimated and measured Dh for the model based on x2, x5, x6, x7, and x10 (d) with only x3 (e) and 

both x3 and x9 (f) in the five-fold cross validation. (g) Relationship between estimated and 

measured Dh in five-fold cross validation of y2 predictor (x2, x3, x5, x6, x7, and x10) using the five 

different training (black) and test (red) datasets.  

 

For y2, the descriptors x1, x2, x3, x5, x6, x7, x8, and x10 were extracted based on the weight diagram 

(Fig. 3b and Fig. S5a). Then, the descriptors x2, x5, x6, x7, and x10 were selected based on our 

chemical insight considering the mechanism of precipitation polymerization (Fig. S5b). The 

descriptor x3 was added to x2, x5, x6, x7, and x10 (Fig. S5c). The five-fold cross validation was 

performed in the following combinations to select the additional preferred descriptors (x3, x9):  x2, 

x5, x6, x7, and x10 (Fig. S5d), x2, x3, x5, x6, x7, and x10 (Fig. S5e), and x2, x3, x5, x6, x7, x9, and x10 (Fig. 

S5f). The average RMSE values of the training and test datasets were 744 and 904 nm for the 

model based on x2, x5, x6, x7, and x10 (Fig. S5d), 727 and 861 nm for the model based on x2, x3, x5, 

x6, x7, and x10 (Fig. S5e), and 725 and 865 nm for the model based on x2, x3, x5, x6, x7, x9, and x10 

(Fig. S5f), respectively. The model based on x2, x3, x5, x6, x7, and x10 showed the minimum average 

RSEM value for the test data (Fig. S5e). Therefore, we finally determined the descriptors x2, x3, x5, 

x6, x7, and x10 for y2 (Fig. 3d). 

The five-fold cross validation was carried out using the same method as for y2. The average RMSE 

values were 727 ± 63 nm for the training data and 861 ± 303 nm for the test data (Fig. S5g). The 

positive and negative correlations of the descriptors did not change depending on the model. 

Therefore, the extracted descriptor is suitable for predicting y2. 
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Figure S6 In order to confirm the prediction model for y2, additional experiments were conducted 

targeting a swollen microgel size (y2) of 500 nm. Representative SEM and FE-SEM images, time–

correlation function of the scattering intensity, g2(τ)−1, and calculated time-correlation function of 

the scattering electric field, ln[g1(τ)], for each microgel (y2). 
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Fig. S7. Relationship between estimated and measured Dh in five-fold cross validation of y2 

predictor using the dataset with adding the test data in Table 2. 

 

The particles with the predicted y2 = 500 nm were synthesized in three different conditions 

(Table 2). The validation of the constructed models was carried out by five-fold cross validation, 

a common method in data science, with the addition of the resultant data (Fig. S6). The test data 

was added to the original training data. The dataset was randomly divided into the five groups to 

perform five-fold cross validation. The average RMSE value was 712 ± 59 nm for the training data 

(black) and 868 ± 196 nm for the test data (red). These average RMSE values were close to 727 ± 

63 nm for the training data and 861 ± 303 nm for the test data using original training dataset (Fig. 

S5g). Therefore, the model has general applicability to predict the particle size. 

 

 

 

 

References 

S1. Y. Igarashi, H. Takenaka, Y. Nakanishi-Ohno, M. Uemura, S. Ikeda and M. Okada, J. 

Phys. Soc. Jpn., 2018, 87, 044802. 

S2. H. Minato, M. Takizawa, S. Hiroshige and D. Suzuki, Langmuir, 2019, 35, 10412-10423. 

 


