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Instrumental method development 

MS/MS parameters 

MS/MS parameters were optimized by direct infusion. For the infusion process, a 1 mg L-1 standard solution of 

each compound at a flow rate of 0.02 mL min-1 were combined with the mobile phase (ammonium formate 

0.1% m/v:methanol, 1:1 m/v) at a flow rate of 0.2 mL min-1. The optimization was conducted in product ion 

scan mode with capillary energy set to 1.75 kV, the parameters optimized were, cone voltage (CV) and collision 

energy. The collision gas was argon, the desolvation gas was nitrogen at 500 °C, at a flow rate of 200 L/h.  The 

two most intense product ions were selected as quantification and confirmation ions, respectively. A summary 

of the optimized parameters is presented in Table S1. 

Table S1: Optimized MS/MS conditions for the method. 

Pharmaceutical aIM bIS cCV (V) dQT / eCE (eV) fCT/ eCE (eV) gRT (min) 

Acetaminophen ESM+ hACT-d4 35 151.9 > 109.9 / 16 151.9 > 92.9 / 21 2.63 

Caffeine ESM+ hACT-d4 45 195.0 > 138.0 / 17 195.0 > 110.0 / 21 2.90 

Diclofenac ESM- iDIC-d4 22 293.8 > 249.8 / 12 295.8 > 251.9 / 12 3.66 

Sulfathiazole ESM+ hACT-d4 30 256.1 > 92.1 / 26 256.1 > 156.1 / 17 2.78 
aIM = Ionization mode, bIS = Internal standard, cCV = Cone voltage, dQT = Quantification transition, eCE = Collision energy, 
fCT = Confirmation transition, gRT = Retention time, hACT-d4 = Acetaminophen-d4, iDIC-d4 = Diclofenac-d4. 

 

On-line solid phase extraction (SPE) and chromatographic separation 

Figure S1 illustrates the overall process, with the mobile phase pathway indicated by the black arrows. The 

online solid-phase extraction procedure and chromatographic separation were conducted in sequence in three 

main phases. In phase 1, the sample was loaded into the SPE column, in phase 2 the analytes were eluted from 

the SPE column, and in phase 3 the chromatographic separation and conditioning of both columns were 

performed.  
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Figure S1: Overall process of on-line solid phase extraction and chromatographic separation. The black arrows 

indicate the mobile phase pathway. 

The binary solvent manager (BSM) was provided with two solvents: B1, which was a 0.1% (m/V) water solution 

of ammonium formate, and B2, which was methanol. The quaternary solvent manager (QSM) was provided 

with two solvents: A, which was ultrapure water, and B, which was methanol. The solvent percentage or 

gradient for each step of the procedure and the solvent manager responsible are summarized in Table S2. The 

mobile phase flow rates were 0.3 mL min-1 for BSM and 0.9 mL min-1 for QSM. 

Table S2: Solvent percentage and gradient for each step of the procedure and the solvent manager responsible. 

Flow rate was 0.3 mL min-1 for BSM and 0.9 mL min-1 for QSM. 

Procedure 
Time/min 

% Methanol 

QSM BSM QSM BSM 

Loading sample 
  0 0 5% 

  0.30 0 

aG  

Chromatographic 

Separation 

Elution 
0.31 100% 

2.00 100% 

Cleaning SPE column 

 2.01 100% 

 3.00 100% 70% 

 5.00 100% 70% 

Analytical column conditioning 

5.01 100% 5% 

6.00 100% 5% 

SPE column conditioning 
6.01 0 5% 

10.00 0 5% 
aG = Gradient interval. 
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Figure S2: Chromatograms (MRM of the quantification and confirmation ions) of the target pharmaceuticals 

standard solution 100 g L-1. 
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Figure S3: Chromatograms (MRM of the quantification and confirmation ions) of the pharmaceutical’s internal 

standard solution 50 g L-1. 
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Table S3: Lowest Predicted No-Effect Concentration (PNEC) for Freshwater (ng L-1), number of samples, 

frequency of detection, total number of samples, number of non-detected samples, number of samples with RQ 

> 1 and minimum, maximum, mean, and median concentration (ng L-1) of pharmaceuticals quantified in rivers 

and creeks located in Belo Horizonte, Campinas, and São José do Rio Preto. acetaminophen = ACT, caffeine = 

CAF, diclofenac = DIC, and sulfathiazole = SUF. 

 ACT CAF DIC SUF 

Lowest PNEC Freshwater* (ng L-1) 46000 1200 50 1920** 

Belo Horizonte 

Minimum Concentration/ (ng L-1) 161 532 - 34 

Maximum Concentration/ (ng L-1) 7449 122,520 - 40 

Mean Concentration/ (ng L-1) 1742 35795 - 37 

Median Concentration/ (ng L-1) 865 7798 - 37 

Total Number of Samples 16 16 16 16 

Frequency of Detection 94% 94% 0% 13% 

Number of Non-detected Samples 1 1 16 14 

Number of Samples with RQ > 1 0 15 0 0 

Campinas 

Minimum Concentration/ (ng L-1) 157 113 62 - 

Maximum Concentration/ (ng L-1) 320 2578 176 - 

Mean Concentration/ (ng L-1) 221 787 127 - 

Median Concentration/ (ng L-1) 186 451 144 - 

Total Number of Samples 15 15 15 15 

Frequency of Detection 20% 47% 20% 0% 

Number of Non-detected Samples 12 7 12 0 

Number of Samples with RQ > 1 0 7 3 0 

São Jose do Rio Preto 

Minimum Concentration/ (ng L-1) - 60 - - 

Maximum Concentration/ (ng L-1) - 585 - - 

Mean Concentration/ (ng L-1) - 271 - - 

Median Concentration/ (ng L-1) - 220 - - 

Total Number of Samples 8 8 8 8 

Frequency of Detection 0% 50% 0% 0% 

Number of Non-detected Samples 8 4 8 8 

Number of Samples with RQ > 1 0 3 0 0 
* Lowest PNEC Fresh Water reference: NORMAN Ecotoxicology Database (consulted on July 16, 2024). 

** PNEC that were predicted by Quantitative structure-activity relationships (QSAR). 

 

Method validation 

Analytical curves 

Linear least-square regression (LSR) was applied to build analytical curves for the determination of 

unknown samples. The ratio compound area/internal standard area (A/AIS) was used as dependent variable for 

the LSR models, while compound concentration was set as independent variable (internal calibration). For the 

method validation, three independent sets of standard solution were prepared, while for routine analyses the 

analytical curves were obtained from a single set of standard solutions. All analytical curves employed in the 

method validation are presented in Figures S4 to S7. 
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Figure S4: Analytical curve and standardized residuals vs. concentration plot for acetaminophen. 

 

  
Figure S5: Analytical curve and standardized residuals vs. concentration plot for caffeine. 

 

  
Figure S6: Analytical curve and standardized residuals vs. concentration plot for diclofenac.  
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Figure S7: Analytical curve and standardized residuals vs. concentration plot for sulfathiazole. 

 

Linearity of the least-square regression models 

For the linearity evaluation, three independent sets of standard solutions were prepared from the stock 

solutions. Prior to assessing the linearity of the least-squares regression model, a Grubbs test (Equation S1) with 

a 5% significance level was performed to detect any outlier among the responses of replicates for each point of 

the LSR (Figure S8). One replicate response for Sulfathiazole presented a calculated G value 

(Gcalculated = 1.1541) slightly above the critical G value (Gn=3,α=0.05 = 1.153) and was hence excluded 

before proceeding with further linearity evaluation tests.  

Gcritical=
|X ̅̅ ̅- Xi|

S
  (S1) 

 

 
Figure S8: Grubb’s test for outliers among linearity validation LSR replicate responses.  

 

Linearity was evaluated based on homoscedasticity, regression significance, coefficient of determination 

(R2), and standardized residual plot of the least-squares regression.  

Homoscedasticity was evaluated based on Cochran’s C test ( S1). Cochran’s test assesses the homogeneity 

of a group of variance values by testing the group’s largest variance value (S2max). If the calculated C value 



8 
  

(C0) is smaller than the critical C value (Ccritical), the variance group is considered statistically homogenous 

and the LSR model is considered homoscedastic. ∑ Si
2k

i  is the sum of the variance group. 

 
C0=

Smax
2

∑ Si
2k

i

  S1 

According to Cochran’s C test with 5% significance, the LSR models for all compounds were considered 

homoscedastic (S4). 

The significance of the regression was determined based on ANOVA's F-test, which was applied to the ratio 

of the regression mean square (MSR) and the mean square error (MSE).1 If the calculated F-value is greater 

than the critical F-value, the MSR is statistically greater than the MSE, indicating that the variability of A/AIS 

(dependent variable) depends on concentration (independent variable), demonstrating that the least-square 

regression model is statistically significant. The linear LSR models built for all compounds were considered 

statistically significant. The ANOVA table for all LSR models can be found in the supplementary information 

(Table S5). 

Table S4: Cochran’s C test for homogeneity of the variances of the LSR points. 

Compound Number of points C0  CCritical ( = 0.05) 

Acetaminophen 5 0.670 0.684 

Caffeine 6 0.383 0.616 

Diclofenac 6 0.478 0.616 

Sulfathiazole 6 0.466 0.616 

The R2 value is used to measure how well the variability in the independent variable can explain the variance 

in the dependent variable, or how well the LSR model fits the data. R2 ranges from 0 to 1, with a value closer 

to 1 indicating a better fit. A desired value of R2 is 0.99 or above.1 The R2 values for the LSR models developed 

to determine all compounds were higher than 0.99. The R2 values for all LSR models can be found in the 

supplementary information (Table S5). 

When the appropriate LSR model is employed, all residuals of the dependent variable (A/AIS observed – A/AIS 

expected) should be uniform in size. Therefore, residuals can also be used as an indicator of how appropriate the 

LSR models are.2 It is common to evaluate the standardized residuals (residuals divided by the standard 

deviation (σ) of residuals). If the LSR model is appropriate, the standardized residual should be within the range 

of -3 to 3. For the LSR models, plots of the dependent variable’s standardized residuals versus the 

independent variable (concentration) were analyzed (Figures S4 to S7) and all standardized residuals were 

found between -3 to 3, suggesting that all LSR models are appropriate, according to Miller and Miller.2 

The instrumental working range was established as the interval between the instrumental LQ for each 

compound and 100,000 ng L-1, whereas the working range of the method was established as the interval between 

the method’s LQ for each compound and 100,000 ng L-1. 

 

 

 

 

 

 

 

 

 

 

Table S5: ANOVA table LSR models. 
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Acetaminophen 

 

Variation source DF SS MS Fcrit =13 Fcal R2 

Regression 1 7.7356 7.7356 4.667 20680 0.9993 

Error 13 0.0049 0.0004    

Total 14 7.7405     

        

Caffeine 

Variation source DF SS MS Fcrit =16 Fcal R2 

Regression 1 5.6928 5.6928 4.494 4372 0.9963 

Error 16 0.0208 0.0013    

Total 17 5.7137     

        

Diclofenac 

Variation source DF SS MS Fcrit =16 Fcal R2 

Regression 1 2.2118 2.2118 4.494 3860 0.9959 

Error 16 0.0092 0.000572938    

Total 17 2.2209     

        

Sulfathiazole 

Variation source DF SS MS Fcrit =15 Fcal R2 

Regression 1 5.7629 5.7629 4.543 5946 0.9975 

Error 15 0.0145 0.0010    

Total 16 5.7775     
aDF = Degrees of freedom, bSS = Sum Square, cMS = Mean Square, dFcrit = Critical 95% confidence, eFcal = F calculated.  

 

Matrix Effect  

Matrix Effect (ME) was calculated based on Student’s t-test for the solvent curve sensitivity (bsol) and 

matrix-matched curve sensitivity (bmat), as shown by Equations S2 to S4.  

 

tcal = 
bsol - bmat

Sbsol - bmat

 S2 

 

Sbsol - bmat

2  = SP,y/x
2 [

1

(nsol - 1)Sxsol

2
 + 

1

(nmat - 1)Sxmat

2
] S3 

 

SP,y/x
2  = 

(nsol - 2)Sy/x
sol

2  + (nmat - 2)Sy/x
mat

2

nsol + nmat - 4
 S4 

 
tcal = Calculated t 

bsol = Solvent curve sensitivity estimate using nsol points 

bmat = Matrix-matched curve sensitivity estimate using nmat points 

Sbsol - bmat
 = Standard deviation estimate of the difference between the solvent curve sensitivity and the 

matrix-matched curve sensitivity 

Sy/xsol

2  = Solvent curve mean square sum of the residual. 

Sy/xmat

2  = Matrix-matched curve mean square sum of the residual 

Sxsol

2  = Concentration variance of the points in the solvent curve 

Sxsol

2  = Concentration variance of the points in the matrix matched curve. 

nsol = Number of points on the solvent curve 

nsol = Number of points on the matrix-matched curve 

 

If the solvent curve sensitivity is statistically equal to the matrix-matched curve sensitivity, it is considered 

that there is no matrix effect. On the other hand, if the mentioned curve sensitivities are not statistically equal, 

it is considered that there is matrix effect. Based on the hypothesis test of Equation S5, the existence or non-
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existence of a matrix effect was determined. For each compound and matrix, the calculated and critical t values 

were compared considering nsol + nmat - 4 degrees of freedom and a significance level of 5%. For calculated t < 

critical t, H0 was accepted, and it was considered that there is no matrix effect. On the other hand, for calculated 

t > critical t, H0 was rejected, and it was considered that there is a matrix effect. 

H0: bsol = bmat 
H1: bsol ≠ bmat 

S5 

The matrix effect caused significate response suppression for all compounds, as calculated t was always 

higher than critical t. (Table S6).  

Table S6: Student’s t-test results for matrix effect evaluation on River water.  

Compound Number of points Critical t Calculated t 

Acetaminophen 5 2.447 7.866 

Caffeine 6 2.306 7.790 

Diclofenac 6 2.306 5.910 

Sulfathiazole 6 2.306 5.910 

Although the response of all studied compounds was strongly affected by the matrix effect, the use of 

internal standards was effective in correcting the influence of signal suppression on the determination of 

compound concentrations in the samples (Table S7). 

Table S7: Student’s t-test results for matrix effect evaluation of internal standard spiked River water samples.  

Compound Number of points Critical t Calculated t 

Acetaminophen 5 2.447 1.347 

Caffeine 6 2.306 0.149 

Diclofenac 6 2.306 1.407 

Sulfathiazole 6 2.306 0.338 

Matrix-matched and solvent curves of all studied compounds with and without the use of internal standards 

are presented in Figures S9 to S12.  

Solid Phase Extraction Recovery 

Three levels of recovery (with three independent fortified samples for each level) were tested (Table S8). 

Recoveries were acceptable (acceptable range according to INMETRO3: 40% to 120%) for all compounds 

ranging from 40.2% to 92.9%. The method’s accuracy was assessed through extraction recoveries. 

Table S8: Mean of compound recoveries for SPE on three levels of concentration. ACT = acetaminophen, 
CAF = caffeine, DIC = diclofenac SUF = sulfathiazole. 

Fortification level/(ng L-1) ACT CAF DIC SUF 

80 57.9% 71.3% 40.2% 92.9% 

200 56.1% 64.7% 53.6% 92.6% 

280 57.7% 48.3% 50.0% 83.1% 

The method’s precision was obtained from the coefficient of variation of the extraction recoveries (Table 

S9), which was also satisfactory (acceptable range according to INMETRO3: 30% or smaller). 

Table S9 Coefficient of variation (CV) of compound’s recoveries for SPE extraction on three levels of 
concentration. ACT = acetaminophen, CAF = caffeine, DIC = diclofenac SUF = sulfathiazole. 

Fortification level/(ng L-1) ACT CAF DIC SUF 

80 11.0% 16.1% 9.1% 2.0% 

200 5.2% 5.0% 4.6% 4.6% 

280 1.0% 22.9% 12.2% 10.7% 
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Without internal standard 

 

With internal standard 

 
Figure S9: Matrix-matched and solvent curves for acetaminophen with and without internal standard 

correction. 

Without internal standard 

 

With internal standard 

 
Figure S10: Matrix-matched and solvent curves for caffeine with and without internal standard correction. 

Without internal standard 

 

With internal standard 

 
Figure S11: Matrix-matched and solvent curves for diclofenac with and without internal standard correction. 

 

Without internal standard With internal standard 
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Figure S12: Matrix-matched and solvent curves for sulfathiazole with and without internal standard correction. 

 

Table S10: Occurrence (ng L-1) of acetaminophen (ACT), caffeine (CAF), diclofenac and sulfathiazole (SUF) 

in Brazilian creeks and rivers.  

Reference ACT CAF DIC SUF 

Correa et al. 20214 11.1 - 204.8 - 23.3 - 561 - 

Veras et al. 20195 3.0 - 42 - 19 - 193 - 

Campanha et al. 20156 < 3.0 - 30421 < 0.04 - 129585 < 0.04 - 385.6 - 

Carvalho et al. 20227 - < 1.0 - 4015.4 - - 

Ide et al. 20178 - < 8.2 - 27000 - - 

Martini et al. 20219 - 5.5 - 69600 - - 

Quadra et al. 202110 - 280 -1763 - - 

Roveri et al. 202211 1.06 - 22.24 9.00 - 560.00 0.76 - 3.93 - 

Santos et al. 202212 0.2 - 0.2 6.7 - 815.4 - - 

Sousa et al. 201813 27.9 - 20961 - 4.88 - 364 - 

Souza et al. 202114 - < 5.0 - 16466.4 - - 

Sposito et al. 201815 - < 19.8 - 1040 - - 

Thomas et al. 201416 - - 63 - 785 - 

Sabino et al.202017 - - - - 

Americo-Pinheiro et al. 201718 - - 120 - 5500 - 

In this work 157 - 7449 60 - 122520 62 - 176 34 - 40 

 

A 

 

B 
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Figure S13: Daily rainfall data during the sampling periods collected by the CIIAGRO19 meteorological station 

located in Belo Horizonte. The dates of the sampling conducted at Arrudas and Onça Creek are highlighted in 

the figures. A) Rainy season. B) Dry season. 

A 

 

B 

 
Figure S14: Daily rainfall data during the sampling periods collected by the CIIAGRO19 meteorological station 

located in Campinas. The dates of the sampling conducted at the Atibaia River are highlighted in the figures. 

A) Rainy season. B) Dry season. 
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Figure S15: Daily rainfall data during the sampling periods collected by the CIIAGRO19 meteorological station 

located in Mirassol (a neighboring city of São José do Rio Preto). The dates of the collections conducted at the 

Preto River are highlighted in the figures. A) Rainy season. B) Dry season. 
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