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1 NLP Ablation

To examine the impact of cross-domain data on multi-task fine-tuning, we conducted
training on mono-domain data. The results of four pre-trained checkpoints fine-tuned
exclusively on NLP data are presented in Supplementary Information, Tab. 1. Several
noteworthy observations can be made based on these findings.

Firstly, when considering average performance, nachQ, SciFive, and FLAN exhibit
similar results. However, each model demonstrates superior performance on different
tasks. FLAN, being a general-domain model, outperforms others in textual entailment,
binary QA, and sentence similarity. On the other hand, the domain-specific SciFive



shows best results in NER, while nachO — in relation extraction, classification, and
multi-choice QA.

Secondly, MolT5 achieves lower scores compared to the other models. This can be
related to the pre-training strategy, where molecules and natural language texts share
the same tokens in the semantic space. In contrast, nachO utilizes specialized tokeniza-
tion for molecular data, which does not significantly impact overall performance on
NLP tasks compared to SciFive and FLAN.

Table 1 Performance of nachO on NLP tasks in comparison with FLAN, SciFive,
MolT5. We list the scores for each task (see Sec. 2 about datasets and metrics). All
models are base models.

nachO FLAN-T5  SciFive MolT5
Named Entity Recognition 80.63% 75.01% 81.14% 56.48%
BC5-chem 91.14% 87.56% 91.81% 64.28%
BC5-disease 81.72% 76.61% 82.33% 61.56%
NCBI-disease 84.43% 79.46% 85.33% 54.74%
BC2GM 72.44% 61.75% 72.76% 45.87%
JNLPBA 73.42% 69.68% 73.45% 55.93%
PICO extraction 67.10% 68.94% 67.62% 66.39%
EBM PICO 67.10% 68.94% 67.62% 66.39%
Textual Entailment 86.03% 87.53% 86.96% 55.63%
MedNLI 81.28% 81.75% 82.90% 55.67%
SciTail 90.77% 93.31% 91.01% 55.58%
Relation Extraction 84.06% 73.84% 73.22% 63.38%
ChemProt 89.40% 84.48% 82.77% 75.98%
DDI 89.67% 72.85% 66.08% 63.23%
GAD 73.11% 64.19% 70.82% 50.93%
Sentence similarity 27.45% 32.78% 1.17% 14.95%
BIOSSES 27.45% 32.78% 1.17% 14.95%
Document Classification 83.83% 75.48% 82.49% 70.99%
HoC 83.83% 75.48% 82.49% 70.99%
Question answering (Yes/No) 63.87%  65.04% 63.66%  51.6%
PubMedQA 51.32% 50.36% 52.04% 47.20%
BioASQ 76.43% 79.71% 75.29% 56.00%
Question answering (Multi Choice) | 27.71%  25.61% 26.29% 25.54%
MedMCQA and MMLU 27.71% 25.61% 26.29% 25.54%
Question answering (Open) 2.43% 2.34% 2.25% 1.83%
MedMCQA-Open 2.43%  2.34% 2.25%  1.83%

2 Datasets

2.1 Chemistry

We've integrated several chemical domain tasks from widely-used benchmarks and
datasets. It covers distribution match, molecular property prediction, reaction pre-
diction and related problems. Where it’s possible, we use the provided standard
train/validation/test split procedures, otherwise, we employ the random data split.
We choose this data preparation strategy to enable comparison with baseline mod-
els, however, we don’t guarantee that one can’t find chemical objects with similar
structures in the different subsets.



2.1.1 MOSES

MOSES dataset [1] is a benchmarking platform that provides a large dataset and set
of metrics to compare generative models on an unconditional molecular generation
task. The dataset provided by MOSES contains almost 2 million samples filtered by
MCF, PAINS, and additional rules. The metrics set estimates the quality of the gen-
erative model from several points of view: validity of generated structures, molecular
distribution matching quality, and the ability of the model to produce novel, diverse
molecules.

Technical Details

Evaluation metric: The MOSES benchmark provides established set metrics for
assessing the ability of models to produce unique, diverse, valid molecules similar to
ground-truth distribution. In our work, we adopt several metrics: uniqueness, validity,
novelty, internal diversity, similarity to a nearestneighbor (SNN), fragment similarity,
scaffold similarity and FCD [2]. We've generated 30000 new molecules to compute
these metrics.
Example on molecular distribution matching:

input text with prompt: Generate random molecule from MOSES dataset.

output text: CC1C2CCC(C2)C1CN(CCO)C(=0)clccc(Cl)ccl.

2.1.2 Mol-Instructions

The recently published Mol-Instructions dataset [3] covers three significant modalities:
molecule-oriented instructions, protein-oriented instructions, and biomolecular text
instructions. In our study, we specifically focus on the first subset, which is the most
relevant and contains chemical tasks.
Example on descriptor-guided molecule generation:

input text with prompt: Synthesize a molecule that matches the given characteris-
tics: The molecule is the (R)-enantiomer of aceprometazine. It is an enantiomer of a
(S)-aceprometazine.

output text: CC(=0)clcc2c(ccl)SclccceccIN2C[CeeH] (CIN(C)C.
Example on molecular description generation:

input text with prompt: What can you tell me about this molecule?:
C(=C(C1)C1) (C1)ClL.

output text: The molecule is a manufactured chemical that is widely used for dry
cleaning of fabrics and for metal-degreasing. It is also used to make other chemicals
and is used in some consumer products.
Example on forward reaction prediction:

mput text with prompt: With the provided reac-
tants and reagents, propose a potential product.:
C0.C[Si](C) (C)C#Cclcecc(C=0)ccl.C1CCL.0=C([0-]) [0-]. [K+]. [K+].

output text: C#Cclccc(C=0)ccl.
Example on reagent prediction:

iput text with prompt: Please propose potential reagents that might have been
utilized in the provided chemical reaction:



COC(=0)clc(F)cc(NC(=0)c2cc(C(CIC)c(C(C)C)s2)cclF >
CC(C)c1c(C(CIC)sc(C(=0)Nc2cc(F)c(C(=0)0)c(F)c2)cl.
output text: [Na+] . [0H-]
Example on retrosynthesis:
input text with prompt: Provide a list of potential reactants that may have produced
the given product.: Cclccc(-c2cceccc2N)ccl
output text: Cclccc(B(0)0)ccl.Nclccececll

2.1.3 Property Prediction

We adopt several binary classification and regression tasks from the MoleculeNet
benchmark to assess the model’s ability to predict molecular properties.

Technical Details

Evaluation metric: Binary classification tasks include BBBP, HIV, and BACE
datasets from MoleculeNet [4] and use balanced accuracy as the main metric. Regres-
sion tasks involve ESOL, FreeSOLV and Lipo datasets from MoleculeNet [4], QM9
dataset from Mollnstructions [3] and rely on the R2 metric. In our work, we utilized
the code provided by the MoleculeNet benchmark to prepare data splits.
Example on the BBBP classification task:

input text with prompt: Can CN(C) [C@H] 1 [C@@H]2C [C@H]3C (=C(0)c4c(0)
ccecc4[Cee]3(C)D)C(=0) [Cce]l2(0)C(=0)
C(=C(/0)NCN5CCCC5)C1=0 penetrate the BBB?

output text: 1
Example on HIV classification task:

input text: Is CCC1=[0+] [Cu-3]12([0+]=C(CC)C1) [0+]=C(CC)CC(CC)=[0+]2 an
HIV inhibitor?

output text: 0
Example on BACE classification task:

mput text with prompt: Please evaluate the ability of
S(=0) (=0) (cccce)C[CeeH] (NC(=0)ciccencl)C(=0)N[CeH] ([CeH] (0)C[NH2+]
Cclcc(ceccl)CC)Cclcc(F)cc(F)cl to inhibit human beta-secretase

output text: 1
Example on logS prediction task:

input text with prompt: Given molecule with SMILES
0CC20C(0clccececl1C0)C(0)C(0)C20, predict its logS

output text: 1.083897
Example on HFE prediction task:

input  text  with  prompt: What hydration  free  energy  does
COclcc(c(c(c10)0C)CL)C=0 have?

output text: -1.013714
Example on logD prediction task:

input text with prompt: What is the lowest unoccupied molecular orbital (LUMO)
energy of this molecule? : 0=C10C2C3CC10C32

output text: 0.0035
Example on HOMO-LUMO prediction task:



input text with prompt: lipophilic is COc1cc(0C) c (ccINC(=0)CCC(=0)0)S(=0)
(=0)NCc2cccecc2N3CCCCC3?
output text: -0.720000

2.2 NLP
2.2.1 Named entity recognition

Named entity recognition (NER) is a fundamental aspect of natural language pro-
cessing, involving the identification and classification of entities in a given text into
predefined categories. In biomedical NER, the focus lies in extracting mentions of dis-
eases, genes, chemicals, and other biologically relevant entity types. To conduct this
study, we carefully selected five datasets:

BC2GM [5];
BC5CDR-Disease [6];
BC5CDR-Chemical [6];
JNLPBA [7);
NCBI-Disease [8].

BC2GM

The BC2GM dataset encompasses an extensive collection of over 20,000 sentences
extracted from the MEDLINE database, spanning the years 1991 to 2003. Each doc-
ument in this dataset is annotated with gene mention spans, amounting to a total of
24,583 mentions.

BC5CDR

The BioCreative V CDR dataset was specifically designed for named entity recognition
tasks involving disease and chemical entity types. It contains 12,850 disease and 15,935
chemical mentions, drawn from 1,500 PubMed articles.

JNLPBA

The JNLPBA involves gene mention annotations across more than 2,000 PubMed
abstracts. The creation of this dataset entailed a meticulous search on the MEDLINE
database, using specific MeSH terms such as ’human’, 'blood cells’, and ’transcription
factors’. In total, JNLPBA comprises 59,963 gene mention spans.

NCBI-Disease

The NCBI-disease corpus, developed by the National Center for Biotechnology Infor-
mation (NCBI), constitutes a vast collection of 793 PubMed abstracts that have
undergone meticulous annotation by domain experts. These annotations include dis-
ease names and their corresponding concept IDs, sourced from the Medical Subject
Headings (MeSH) vocabulary [9].



Technical Details

In order to train the neural network in a text-to-text format, we designed five prompts.
Each prompt asks to highlight the spans corresponding to mentions of specific entity.
In order to achieve this, we insert specific tokens before and after the mention of an
entity in the text.
Evaluation metric: the evaluation of the NER task’s quality is performed using the
entity level F-measure.
Example:

input text with prompt: Please find all instances of diseases in the given text.
Each mention should be surrounded by ”diso*” and ”*diso”: Identification of APC2,
a homologue of the adenomatous polyposis coli tumor suppressor;

output text: Identification of APC2 , a homologue of the diso* adenomatous
polyposis coli tumour *diso suppressor.

2.2.2 Question Answering

Question Answering (QA) is an important area of NLP research. The objective of QA
is to develop intelligent systems that can understand and accurately answer questions
posed in natural language. Within the biomedical domain, QA refers to the spe-
cific applications and models designed to address questions related to biomedical and
healthcare information. It is required for model to understand and respond to questions
pertaining to medical knowledge, clinical data, scientific literature, drug information,
and other relevant biomedical topics. In this study, we conducted experiments on four
biomedical QA datasets:

BioASQ [10];
PubMedQA [11];
MedMCQA [12];
MMLU [13].

The first two datasets are employed to evaluate the neural network’s ability to answer
binary Yes/No questions, while the remaining two datasets are used in scenarios that
involve multi-choice and open question answering.

BioASQ and PubMedQA

BioASQ (Biomedical Question Answering) is a widely recognized dataset in the
biomedical domain, specifically designed for evaluating question answering systems.
Following the [14] we restrict the dataset to yes/no questions. We use the official
train/dev /test split where each contains 670/75/140 questions respectively.

Similar to BioASQ, the PubMedQA dataset as well presents questions with limited
number of answers. In contrast to the previous dataset, the answers to the questions
in PubMedQA are selected from yes, no, or maybe. We use the original train/dev /test
split with 450, 50, and 500 questions, respectively.

MedMCQA and MMLU

For multiple choice question answering, we employ the concatenation of the MedM-
CQA and MMLU datasets from [3], resulting in a total of 12,398 multiple-choice



questions. As [3] does not provide train/dev/test partitions, we randomly split the
dataset into a ratio of 75:25.

To perform open question answering, we adopted a dataset introduced in [3], which
comprises 27,574 question-answer pairs. This dataset was curated from the MedMCQA
dataset.

Technical Details

Evaluation metric: to evaluate the performance of yes/no and multiple-choice
question-answering tasks, we utilized the accuracy metric. For open-ended question-
answering tasks, we adopted the BLEU-2 metric as our evaluation criterion.
Yes/No QA example:

input text with prompt: Given a passage: De novo DNA methylation in Arabidopsis
thaliana is catalyzed by the methyltransferase DRM2, a homolog of the mammalian de
novo methyltransferase DNMT3. Here we describe DNA methyltransferase genes from
both Arabidopsis and maize that show a high level of sequence similarity to Dnmt3,
suggesting that they encode plant de novo methyltransferases. Relative to all known
eukaryotic methyltransferases, these plant proteins contain a novel arrangement of the
motifs required for DNA methyltransferase catalytic activity. The N termini of these
methyltransferases contain a series of ubiquitin-associated (UBA) domains. BLASTX
searches and phylogenetic analysis suggested that five cDNAs belonged to four classes
(Dnmtl, Dnmt2, CMT and Dnmt3) of DNA methyltransferase genes,

answer the question: Are there any DNMT3 proteins present in plants?;

output text: Yes.
Multi-choice QA example:

input text with prompt: Which of the following is antifibrinolytic drug: What of
the following is the right choice?

(A) Tenecteplase

(B) Heparin

(C) Urokinase

(D) Tranexaemic acid

output text: The final answer is (D).
Open ended QA example:

input text with prompt: 1,25 dihydrocholecalciferol acts on?

output text: Intranuclear receptors

2.2.3 Relation Extraction

Relation extraction (RE) is a NLP task that involves identifying and classifying
the relationships between entities mentioned in a text. In the biomedical domain,
RE refers to the specific application of RE techniques and models to extract and
classify relationships between biomedical entities mentioned in text. Biomedical RE
focuses on identifying and categorizing the associations between various biomedical
entities, including genes, proteins, diseases, drugs, and other molecular entities. For
experiments, we use three corpora:

e ChemProt [15];



e DDI [16];
e GAD [17].

ChemProt

The ChemProt dataset is a widely used benchmark for the task of chemical-protein
RE. The dataset comprises PubMed abstracts that are annotated with chemical-
protein interactions, where the chemicals typically represent drug compounds or small
molecules, and the proteins denote specific biological targets or enzymes. Each anno-
tated interaction is labeled with the corresponding chemical and protein mentions,
along with the following types of relationship: upregulator, downregulator, antagonist,
agonist, and substrate. The training set of the dataset contains 9,995 relation pairs,
and the test set contains 5,744 relation pairs.

DDI

The DDI (Drug-Drug Interaction) corpus is a dataset designed for the purpose of
identifying drug-drug interactions mentioned in biomedical texts. The corpus consists
of annotated sentences or text passages that describe interactions between pairs of
drugs. Each annotated interaction is labeled with the names of the drugs involved and
the specific type of interaction. We employ the train/test split produced in [14], where
the training set contains 4,021 relation pairs and the test set contains 979 relation
pairs.

GAD

The GAD dataset is a comprehensive collection of genetic association information that
was semi-automatically compiled using the Genetic Association Archive. In our study,
we utilize an existing preprocessed version of GAD and its corresponding train/test
split, which was created by Lee et al. [18]. The training set of the dataset consists of
4,796 relation pairs, while the testing set includes 534 relation pairs.

Technical details

In our experimental framework, we adopt a binary classification approach for relation
extraction. Here, the positive class indicates the presence of the specified type of
relationship between two entities.

Evaluation metric: to evaluate the quality of RE tasks we utilize the F-1 measure
of positive class.

Example:

input text with prompt: does the Chlorprothixene and lithium are said to have
mechanism type of interaction in the following passage:

Chlorprothixene may increase the plasma-level of concomitantly given lithium. In
order to avoid lithium intoxication, lithium plasma levels should be monitored closely.
If chlorprothixene is given concomitantly with opioids, the opioid dose should be
reduced (by approx. 50%), because chlorprothixene amplifies the therapeutic actions
and side-effects of opioids massively. Avoid the concomitant use of chlorprothixene
and tramadol (Ultram). Massive seizures may be encountered with this combination.



Consider additive sedative effects and confusional states to emerge, if chlorprothix-

ene is given with benzodiazepines or barbituates. Choose particular low doses of these

drugs. Exert particular caution in combining chlorprothixene with other anticholin-

ergic drugs (tricyclic antidepressants and antiparkinsonian agents): Particularly the

elderly may develop delirium, high fever, severe obstipation, even ileus and glaucoma.
output text: Yes

2.2.4 Textual Entailment

Textual entailment (TE) is a natural language processing task that involves deter-
mining the logical relationship between two pieces of text: a text fragment known as
the ”premise” and another text fragment known as the "hypothesis.” The task is to
decide whether the meaning of the hypothesis can be logically inferred or entailed from
the meaning of the premise. For conducting our experiments, we utilize the following
corpora:

e MedNLI [19];
o SciTail [20];

MedNLI

MedNLI (Medical Natural Language Inference) is a specialized dataset designed to
facilitate research in natural language inference within the medical and healthcare
domain. It consists of pairs of sentences, where each pair comprises a premise and a
hypothesis. The premise represents a clinical or biomedical context, while the hypoth-
esis is a medical statement or claim that may or may not logically follow from the
premise. Each sentence pair is annotated with one of three labels: ”entailment,” indi-
cating that the hypothesis can be logically inferred from the premise; ” contradiction,”
suggesting that the hypothesis contradicts the information in the premise; and "neu-
tral,” signifying that there is no logical relationship between the two sentences. The
dataset comprises a total of 12,627 sentence pairs in the training set and 1,422 sentence
pairs in the testing set.

SciTasil

The SciTail dataset is similar to the MedNLI dataset was designed for the task of
natural language inference. Except that it covers a broader scientific domain. The
train part of the corpora contains 24900 sentence pairs and the test part of the corpora
contains 2126.

Technical Details

Evaluation metric: to evaluate the quality of TE tasks we utilize the Accuracy score.
Example:

input text with prompt: Given that ” At [**Hospital 1456**] Hospital the patient
was experiencing 10 out of 10 chest pain and received nitropaste two inches, three
sublingual nitroglycerins, morphine 4 mg intravenously, Lopressor 5 mg intravenously.”
Does it follow that ” The patient is asymptomatic.”

yes or no?



output text: No

2.2.5 Sentence similarity

Textual similarity tasks in the biomedical domain involve assessing the degree of
semantic similarity or relatedness between pairs of biomedical texts. The goal of these
tasks is to determine how closely two pieces of text, such as sentences or documents,
are semantically or conceptually aligned. To conduct our experiments, we employ the
BIOSSES dataset [21].

BIOSSES

The BIOSSES (Biomedical Sentence Similarity Benchmark) dataset is a specialized
dataset designed to evaluate sentence similarity models in the biomedical domain. It
contains pairs of biomedical sentences that are carefully selected to represent different
levels of semantic similarity. Each sentence pair is annotated with a similarity score
that represents the degree of semantic relatedness between the two sentences. The
scores are typically on a continuous scale, indicating how similar or dissimilar the
sentences are in meaning. The dataset comprises a total of 80 sentence pairs in the
training set and 20 sentence pairs in the testing set.

Technical Details

Evaluation metric: to evaluate the quality of Textual Similarity tasks we utilize the
Pearson corellation score.
Example:

input text with prompt: Please assess the similarity between these two sentences on
a scale of 0.0 (lowest) to 4.0 (highest). First sentence: "It has recently been shown that
Craf is essential for Kras G12D-induced NSCLC.” Second sentence:”It has recently
become evident that Craf is essential for the onset of Kras-driven non-small cell lung
cancer. ”

output text: 4.0

2.2.6 Document Classification

In the biomedical domain, the document classification task involves categorizing entire
documents, such as scientific articles, research papers, or clinical reports, into prede-
fined categories or classes. The goal is to automatically assign each document to the
most relevant category based on its content and subject matter. For our experimental
purposes, we utilize the Hallmarks of Cancer dataset.

Hallmarks of Cancer

The Hallmarks of Cancer (HoC) dataset serves as a document classification task,
centered around the concept of cancer hallmarks as established in the referenced work
[22]. This corpus comprises PubMed abstracts, each labeled with binary annotations,
denoting the presence of specific discussions related to individual cancer hallmarks.
We utilize the train/test split from [14] which comprises 13917 sentences in train part
and 3547 sentences in test part.
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Technical Details

Evaluation metric: to evaluate the quality of Document Classification tasks we
utilize the F-1 score.
Example:

input text with prompt: Pick one category for the following text. The options are -
activating invasion and metastasis, avoiding immune destruction, cellular energetics,
enabling replicative immortality, evading growth suppressors, genomic instability and
mutation, inducing angiogenesis, resisting cell death, none, sustaining proliferative
signaling, tumor promoting inflammation.

Biopsy of a skin lesion showed lymphoproliferative infiltration of the dermis with
a follicular and angiocentric growth pattern and regional epidermal necrosis.

output text: resisting cell death

2.2.7 PICO extraction

PICO extraction is an essential NLP task that aims to automatically identify and
extract specific fragments of text pertaining to the Patient (P), Intervention (I), Com-
parator (C), and Outcome (O) elements from unstructured biomedical texts, such
as research articles and clinical trial reports. Typically, Comparator labels are omit-
ted from the annotations, as they conform to established clinical trial norms, with
”placebo” as the passive control and ”standard of care” as the active control. To
conduct our study, we leveraged the EBM PICO [23] dataset for this purpose.

EBM PICO

The EBM PICO dataset was specifically created to facilitate PICO extraction tasks.
It employs token-level labeling, where each token is categorized into one of the PIO
classes (Patient, Intervention, Outcome). The dataset comprises a total of 4,800 labeled
abstracts for training purposes and 200 labeled abstracts for testing purposes.

Technical Details

To conduct the PICO extraction task in a text-to-text format, we adopted the same
prompt style as used for the Named Entity Recognition (NER) dataset.
Evaluation metric: to evaluate the quality of PICO extraction tasks we utilize the
word-level F-1 score.
Example:

input text with prompt: Please find all instances of Interventions in the given text.
Each mention should be surrounded by ”Intervention®” and ”*Intervention”: Study
protocol : Rehabilitation including Social and Physical activity and Education in
Children and Teenagers with Cancer ( RESPECT )

output text: Study protocol : Intervention* Rehabilitation including Social and
Physical activity and Education *Intervention in Children and Teenagers with Cancer
( RESPECT ) .
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