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1 Details of dimer calculations

1.1 Configurational phase space exploration

To calculate the dominant packing motifs between the cages, we looked at the interactions

between the arene-to-arene, window-to-arene, and window-to-window facets (Fig. ??(a-c)).

To ensure we were exploring adequate configurational phase space for the dimers, we varied:

(i) how far away each cage was from its dimer-pair in increments of 1 Å between 10 and 19 Å

for window-to-window and window-to-arene and between 15 and 19 Å for arene-to-arene

due to the larger distance to the facet, (ii) the angle of rotation of the cage around the

displacement axis (0,30,60,90), and (iii) its displacement perpendicular to the displacement

axis, defined by a sphere where θ and ϕ were varied between and 4
20
π and 9

20
π, and 3

20
π

and 8
20
π at increments of 1

20
respectively (Fig. ??). For each configuration, the dimers were

geometry optimised using OPLS4,S1 constraining the atomic positions of the vertices of the

cage to maintain the relative position/angles of the two cages. Dimers that were within 50

kJ mol−1 of the lowest energy configuration for their packing type were then full geometry

optimised with no constraints. Unconstrained configurations that were within 30 kJ mol−1

of the lowest energy configuration were then further optimised using DFT using the mixed

Gaussian and plane wave codes CP2K/QUICKSTEPS2 with the PBE functional,S3 GTH-

type pseudopotentials,S4 molecular optimised TZVP-MOLOPT basis setsS5 for all atoms

and the Grimme-D3 dispersion correction.S6 The cutoff for the plane wave grid used in these

calculations was 400Ry with a relative cutoff of 60Ry.
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1.2 Dimer configurations

(a) (b) (c)

Figure S1: (a) Window-to-window, (b) window-to-arene, and (c) arene-to-arene dimers of
the lowest energy unconstrained optimisation optimisations after constrained optimisation
(top) and after unconstrained optimisation (bottom).
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2 Patchy particle model

θ2ij

θ1ji

p2

rij

p2

p1

p1

(a) (b)

(c)

(d)

Figure S2: A 2D example of the patchy particle model. (a) A patchy particle with two
attractive patches shown in blue. (b) Representation of the terms calculated for the patchy
particle model. Here there are two particles: i and j which each have two patches p1 and
p2. The patches closest to the interparticle vector, rij, interact which in this case is p2 on
particle i and p1 on particle j. (c) The lowest energy configuration for the patchy particle is
shown at the top, with the maximum likely displacement between two particles with a small
patch width (small σang) shown at the bottom. (d) Maximum likely displacement between
two particles with a large patch width (large σang).
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3 Crystal structure determination

3.1 Structural determination

(a) (b) (c)

(d) (e)

Figure S3: Overview of the structural determination process. (a) Unit cell (shown in black)
abstracted from a cluster from the simulations. (b) The nitrogen atoms from the vertices
(cyan) which were used to retain the symmetry of the molecule but reduce the degrees of
freedom. (c) Coarse-grained structure with just the central position of the cages (black
spheres) and nitrogen atoms used in FINDSYM to get the space group of the structure.
(d) Outputted structure from FINDSYM with the space group P3. Crystal structure
obtained by converting the unit cell in (a) to the symmetry resolved unit cell, applying the
symmetry operations of P3 and merging the atoms that sit on the same crystallographic
sites. The space between the representative cages was larger for the coarse-grained structure
in order to find the space group easier.

Using custom made code, we took clusters of the truncated tetrahedra formed during the

simulations, transformed them onto clusters of the cage B11 and identified a representative

unit cell of the cages (Fig. S3(a)). During this process the centre of each cage was “neatened”

in order to put them on likely high symmetry sites i.e. 1
4
, 2
4
, 3
4
or 1

3
, 2
3
etc. As the orientation

of the cages within the unit cell were slightly disordered due to the nature of the simulations,

we created a coarse-grained representation of each cage in order to use traditional symmetry

finding algorithms. This coarse-graining process involved converting each cage into an atom

representing the centre of the molecule, as well as the nitrogen atoms at the vertex of each
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of the cages to preserve the symmetry of cage (Fig. S3(b-c)). Using this structure, we

employed FINDSYM S7,S8 to determine the space group (Fig. S3(d)). We then applied the

transformation invoked by FINDSYM to the unit cell containing the cages, applied the

symmetry conditions, and merged the atomic positions which were at the same sites to get

the ordered cage structure with a fully solved space group (Fig. S3(e)). For the P3c1 cluster,

we used FINDSYM twice as initially the symmetry was found to be P321, which when we

uploaded the structure to FINDSYM again, the symmetry increased further to P3c1.

3.2 DFT details

The crystal structures for the cage in the space group P3 and P3c1 were fully optimised us-

ing DFT calculations. The DFT calculations used the mixed Gaussian and plane wave codes

CP2K/QUICKSTEPS2 with the PBE functional,S3 GTH-type pseudopotentials,S4 molecu-

lar optimised TZVP-MOLOPT basis setsS5 for all atoms and the Grimme-D3 dispersion

correction.S6The cutoff for the plane wave grid used in these calculations was 1000Ry with

a relative cutoff of 60Ry.
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3.3 Experimental structure and calculated structure overlay

Figure S4: Molecular overlay of the B11 single crystal X-ray structure (CSD reference code:
PIFVAE) and the fully optimised P3 crystal structure produced from the coarse-grained
simulations. For an overlay of 15 molecules excluding hydrogens, a RMSD = 0.234 Å was
observed. The experimental (predicted) structure is shown in grey (green).
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