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Section I – Introduction

Figure S1: The averaged abundance of the major toxin classes present in the venom proteome of the Viperidae (left) and Elapidae (right) families 1, 2 

and in the adult bothropic venom 3: Phospholipases A2 (PLA2) of the D48 or K48 subtypes (PLA2 D48 or K48); Disintegrin; Zn2+-dependent 

metalloproteinase (SVMP); Cysteine-rich secretory protein (CRISP); Snake venom serine proteinase (SVSP); ւ-amino acid oxidase (LAAO); Snake C-type 

lectin (Snaclec); Three-finger toxins (3FTx); Kunitz-type serine protease inhibitor (KSPI). 
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Figure S2: The chemical reaction catalyzed by PLA2s. These enzymes act at the sn-2 position (yellow shadow) of glycerophospholipids, in this case, a 1-

palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) phospholipid and hydrolyze the ester bond releasing a lysophospholipid and a free fatty acid. 

The components constituting the POPC lipid molecule (phosphatidylcholine headgroup, glycerol backbone, and the two hydrophobic tails) are also 

depicted. 
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Section II – Materials and Methods

Model Construction

We used the X-ray crystallographic structure of the svPLA2 Mt-I from B.asper obtained from the Protein Data Bank (PDB 

code: 5TFV) 4 to build the computational model. However, the Ca2+-binding loop in the X-ray structure was distorted, and 

hence, we used the Modeller 9.11v software (San Francisco, CA, USA) to model this region using the Indian saw-scaled 

viper (Echis carinatus) acidic PLA2 structure (PDB ID: 1OZ6 5) as a template. This structure exhibits a homodimeric 

conformation and lacks mutations and ligands, including the Ca2+ ion. In the present study, we used the monomeric form 

for simplicity to gain a fundamental understanding of the enzyme's core catalytic machinery and, subsequently, its 

potential mechanistic pathways. Its sequence and respective secondary structure are shown in Figure S3.

Figure S3: Secondary structure of the svPLA2 MT-I (UniProtKB AC: P20474) amino acid sequence: α-helices (cyan helix); shorter helix (pink helix); β-

sheets (green arrows); loops (grey). Active site residues are marked with the symbol star: Ca2+ binding loop residues (pink stars), His48 and Asp 49 

(yellow stars), and Tyr51, Asp 89, Tyr64 (blue stars). Disulfide bonds are represented by dashed yellow lines. Amino acid residues are colored according 

to the ClustalX color scheme: hydrophobic (blue), positive charge (red), negative charge (magenta), polar (green), cysteines (pink), glycines (orange), 

prolines (yellow), aromatic (cyan), and unconserved (white).

We manually incorporated the productively-bound substrate molecule, specifically a 1-palmitoyl-2-oleoyl-sn-glycero-3-

phosphocholine (POPC) phospholipid, into the active site of Mt-I. The modeling of the substrate POPC on the active site 

took into account structural data derived from several svPLA2-inhibitor complexes accessible in the Protein Data Bank 

(PDB codes: 1POB 6, 1POE 7,  1POC 8, and 5P2P 9). In addition, essential interactions critical for the enzymatic reaction 

were incorporated, encompassing the coordination of the Ca2+ cofactor by a negative phosphate oxygen and the carbonyl 

group of the sn-2 chain of the phospholipid substrate, as well as the involvement of the two carboxylate oxygens of the 

Asp48 sidechain and the backbone carbonyl oxygen atoms from the Ca2+-binding loop.

 The Avogadro software 10 facilitated this process, followed by successive geometry optimizations using the GAFF2 force 

field while keeping the protein structure fixed. We used the PROPKA 3.0 package 11, 12 integrated into the PDB2PQR server 

to compute the pKa values of the titratable residues and assign their protonation states at physiological pH (Supporting 

Table S1). Considering the pKa predictions, the chemical environment, and the reaction mechanism, all residues were 

predicted to be in their typical protonation states. Glu12, Asp48, and Asp89 had higher than usual sidechain pKa values. 

However, they established hydrogen bonds and electrostatic interactions with the surrounding environment.



S4

pKa values of the protein titratable residues at pH=7

Table S1: pKa values of the protein titratable residues at pH=7 predicted by PROPKA 3.0 integrated in the PDB2PQR server.

Residue pKa Residue pKa Residue pKa
Lys   7 10.89 Asp  38 3.77 Cys 122 99.99
Lys  14 10.51 Asp  41 4.97 Tyr  20 9.96
Lys  37 11.37 Asp  48 5.85 Tyr  21 12.58
Lys  53 10.53 Asp  62 3.27 Tyr  24 13.47
Lys  58 10.49 Asp  89 6.68 Tyr  27 12.59
Lys  60 10.15 Asp 112 4.00 Tyr  51 14.92
Lys  69 10.42 Glu   4 4.18 Tyr  64 15.36
Lys  83 10.51 Glu  11 4.11 Tyr  66 10.64
Lys  90 10.35 Glu  12 6.51 Tyr 103 12.07
Lys 104 10.62 Glu  77 4.65 Tyr 107 9.99
Lys 105 10.32 Glu  82 5.15 Tyr 110 9.48
Lys 116 10.18 Glu  87 4.59
Lys 117 10.14 Glu  98 4.73
Lys 121 10.46 Glu 120 4.27
Arg  15 12.73
Arg  42 12.33
Arg  63 12.61
Arg  68 12.40
Arg  97 12.54
Arg 101 12.45

svPLA2:POPC:membrane complex modelling 

The lipid bilayer was prepared using the composition described in the study by 13, for consistency and comparability 

between the non-toxic human PLA2 and the highly toxic svPLA2. The study explored the human sPLA2 enzyme and tested 

several membrane compositions, specifically 1:0, 9:1, 4:1, 2:1, 3:2, and 1:1 POPC/POPS. The 1:1 membrane represents a 

compromise between the greater affinity for pure POPS and the scarcity of POPS in the outer leaflet of myocytes (10-

15%), the Mt-I primary target. As POPS is not homogeneously distributed, there are regions rich in POPS. Thus, a 1:1 

POPC/POPS membrane was selected to compromise these two factors. In addition, it permits direct comparison with the 

studies made with the human PLA2. We used the CHARMM-GUI Membrane builder module (http://www.charmm-

gui.org) to generate the lipid bilayer 14, 15. The target structure was positioned at the upper leaflet of a bilayer composed 

of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) and 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoserine 

(POPS) lipids in a 1:1 ratio, which resulted in a tilt angle of 79° (≈ experimental value of 76°). The system comprised 160 

lipid molecules, symmetrically distributed in each leaflet (80 POPC: 80 POPS per leaflet). We immersed this entire complex 

within a 72 × 72 × 100 Å³ rectangular box consisting of 26,946 TIP3P water molecules. We removed those overlapping 

with the membrane, and total charge neutrality was achieved by randomly substituting water molecules with sodium (96 

Na+) and chloride (25 Cl-) counter ions to reach the physiological salt concentration (150 mM NaCl) (Figure S4). The 

protein was parameterized using the AMBER99SB-ildn force field, while the lipids were characterized with Slipids-2020 
16, 17 which has been shown to yield ensembles that closely resemble experimental observations 18. We used the TIP3P 19 

water model to describe the water molecules, the Joung–Chetham parameters 20 for Na+ and Cl–, and the Li-Merz 

parameters 21 to characterize the catalytic Ca2+ ion. This setup resulted in a final system comprising 49,863 atoms.

http://www.charmm-gui.org/
http://www.charmm-gui.org/
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Figure S4:  The modeled protein-membrane system; Left: the protein structure depicted in rainbow cartoon and the POPC substrate in lime green 

sticks. A light blue surface represents the solvent environment, while chloride (Cl-) and sodium (Na+) ions are denoted by green and purple spheres. 

The lipid membrane is depicted in brown sticks, emphasizing the phosphate groups as orange spheres. Top right: top view of the protein-membrane 

system; the distribution of the phospholipids is highlighted, with POPC and POPS depicted in green and pink sticks; Bottom right: close-up view of the 

head and glycerol ester groups of POPC and POPS.

Classical Molecular Dynamics (cMD) Simulations

We performed MD simulations using the GROMACS 2021.5 software package (https://manual.gromacs.org/) 22.

We used the leapfrog MD algorithm 23 with an integration timestep of 2 fs. All intramolecular movements associated with 

hydrogen bonds were constrained using the LINCS algorithm 24. We chose the Particle-Mesh Ewald (PME) scheme with 

an order of 4 and a 1.25 Å Fourier-spacing 25 for the calculation of long-range electrostatic interactions beyond the non-

bonded interaction cutoff of 10 Å and truncated the Lennard-Jones interactions. For neighbor searching, the Verlet 

scheme was settled. All simulations ran under periodic boundary conditions (PBC) in all directions. The target 

temperature was maintained at 310.15 K using the Nosé–Hoover thermostat 26 with a coupling constant of 0.5 ps. Two 

groups were coupled independently: the first included the holo-protein, while the second included the remaining system. 

The pressure was kept constant at 1.0 bar using the Parrinello-Rahman barostat 27 with a semi-isotropic scheme (i.e., 

isotropic in the XY plane) and a coupling constant of 0.5 ps.

The system underwent two energy-minimization steps before going to MD simulations, both of which included freezing 

the protein, calcium, and the bound substrate with a harmonic restraint of force constant of 1000 kJ·mol-1·nm-2 : i) in the 

https://manual.gromacs.org/
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first step, 100 steps of the steepest-descent minimization with softcore potentials were applied to avoid bad contacts 

between the membrane and the complex, thereby avoiding unrealistic oscillations and achieving a stable energy 

minimization process; ii) in the second step, another 50000 steps of the steepest-descent minimization were carried out 

using regular Lennard-Jones potentials for standard energy minimization. The MD simulation followed a two-stage 

process for six replicas (REP1-6). First, the protein, substrate, and calcium ion were frozen while the membrane was 

gradually equilibrated using a series of canonical (NVT) and isothermal isobaric (NPT) simulations. This allowed the 

membrane to adapt and stabilize. In the second stage, the protein was structurally relaxed through a 4-round 

minimization process and progressively reducing the imposed positional harmonic restraints. Harmonic potentials were 

then used to refine key catalytic distances and angles for 49 ns in the NPT ensemble.

Finally, we carried out a production run of 250 ns with six replicas (REP 1-6) to enhance sampling further, enabling the 

entire system to evolve freely. The detailed description of the MD protocol can be found in Supporting Table S2.
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Table S2: Molecular Dynamics detailed protocol integrating rigorous energy minimization, meticulous equilibration, and extensive production phases, 

ensuring the robust exploration of sPLA2:POPC:membrane complex dynamics.

Convergence 
criteria 
(emtol)

Frozen groups
(freezegrps) Positional restraints Simulation 

time

Softcore potentials 1000.0 kJ.mol-1 - 1 ps
Minimization Regular Lennard 

Jones 1000.0 kJ.mol-1 - 500 ps

-
1000 kJ.mol-1

On lipids (POPC and 
POPS)

50 psNVT
V-rescale 

Thermostat -

Protein
Ca2+

POPC substrate

- 150 ps
NPT

Berendsen 
Thermostat

and Barostat

- -Equilibration

NPT
Nose-Hoover 
Thermostat

Parrinello-Rahman 
Barostat

- -

1000 kJ.mol-1
On the protein, calcium 

and POPC substrate
1 ns

M
E
M
B
R
A
N
E

E
Q
U
I
L
I
B
R
A
T
I
O
N

Production
NVT

Nose-Hoover 
Thermostat

-
Protein

Ca2+

POPC substrate
- 200 ns

Protein and not 
hydrogen atoms

Ca2+

POPC substrate

-

Protein main chain
Ca2+

POPC substrate
-

Protein Backbone
Ca2+

POPC substrate
-

Minimization 
for frozen 

groups

Regular Lennard 
Jones 1000.0 kJ.mol-1

- -

2 ns

NPT
Berendsen 
Thermostat

and Barostat

- .

500 kJ.mol-1
On the protein, calcium 

and POPC substrate

- -

250 kJ.mol-1
On the protein, calcium 

and POPC substrate

1 ns
Equilibration

- - Harmonic potentials on 
the catalytic residues 49 ns

S
Y
S
T
E
M

E
Q
U
I
L
I
B
R
A
T
I
O
N

Production

NPT
Nose-Hoover 
Thermostat

Parrinello-Rahman 
Barostat

- - - 250 ns

Clustering Analysis

Upon careful analysis of the six MD replicas, it became clear that, although the fifth replica (REP5) exhibits the highest 

level of stability and suitability for the reaction mechanism, it was challenging to select a snapshot that preserved the 

catalytic interatomic distances. 

Therefore, we performed two clustering processes to address this issue and to identify near-reactive conformations of 

the svPLA2:POPC:membrane complex. The first process involved a homemade script designed to assemble structures that 

followed pre-determined interatomic distance criteria. The trajectory was divided into clusters based on certain 
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interatomic distances. In this case, Ca2+–Tyr27 ≤ 2.9 Å, Ca2+–Gly29 ≤ 2.9 Å, Ca2+–Gly29≤ 2.9 Å, Ca2+–Asp48 Oδ2
 ≤ 3.0 Å, Ca2+–

COpopc ≤ 2.9 Å, His47 Nδ–O31popc ≤ 5.0 Å and Tyr51 OH–Asp89 Oδ1
 ≤ 2.9 Å. These specific distances ensure that the 

coordination of the labile Ca2+ cofactor is complete and that the catalytic interactions are formed. The representative 

structure of the dominant cluster was used for further studies. This selection also considered quite specific criteria: the 

position of the water molecule or molecules regarding the His47 Nδ atom and the substrate's carbonyl carbon (Cpopc) in 

the representative structure, the simulation's stage, and its conformational representativeness. The conformations 

resulting from this clustering step (≈ 20 % of the full trajectory), were further organized into distinct clusters (Figure S5A) 

based on the RMSD of residues within 6 Å of the substrate POPC (Figure S5B). To this end, the GROMOS clustering method 

was used to explore structural heterogeneity in the structures generated in the previous step. This would enable a more 

thorough exploration of the conformational landscape of the retrieved trajectory. It is noteworthy that the first 60 ns of 

the simulation were left out of the analysis to analyze a more stable stage of the enzyme’s structural dynamics. 

To select an adequate C RMSD cut-off and capture structural diversity among the retrieved frames, its values were 

modified between 0.6 and 1.2 Å in steps of 0.05 Å and for each one a clustering analysis was performed (Figure S5B).   

The topology and coordinates files of the selected snapshot were processed by the Parmed Python module from the 

AmberTools 18 package 28. The phospholipids were then re-parameterized using the Lipids17 force field. This substitution 

was made because the short duration of the following simulations, on the order of picoseconds, would not lead to 

significant conformational changes.

The superimposition of representative structures from each of the five clusters is displayed in Figure S6.
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Figure S5:  Structure Analysis for the first clustering process of the REP5 trajectory. Preceding the implementation of a custom script for the initial clustering process, an exhaustive evaluation of interatomic distances 

vital to the reaction mechanism was conducted using the GROMACS tool, gmx mindist.  A) The average, standard deviation, maximum and minimum values were calculated. Those distances were then organized 

between certain thresholds to access how many frames would obey specific distance criteria. Those thresholds were also used for the making of the script; B) Selection for the second clustering process. Cartoon and 

stick representation of the selection used for the second clustering process, focusing on residues within 6 Å of residue 124 and residue Asp89 (colored in ice-blue color). The associated plot features the impact of 

different Cα RMSD cutoffs (ranging from 0.060 to 0.120) on the resultant number of clusters. Pale orange highlights the chosen cutoff of 0.110 nm, which yielded five clusters. Notably, the dominant cluster within the 

chosen cutoff encompasses approximately 75% of structures
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Figure S6 - Superimposition of the representative structures from each of the five clusters: representative structure of the first cluster (red color), 

second cluster (pink color), third cluster (purple color), fourth cluster (light green color) and fifth cluster (cyan color). (left) Close-up view of the Tyr64, 

Asp89 and Tyr51 conformations; (Right) Close-up view of the His48, Asp49, POPC substrate, Ca2+ cofactor and catalytic water molecules conformations.

QM/MM MD Simulations

We carried out all QM/MM MD simulations with the CP2K software. In this setup, the QUICKSTEP 29 and FIST modules 

were used to compute the interaction forces within the QM and MM layers, respectively.

We chose the Perdew-Burke-Ernzerhof (PBE) 30 functional using the dual Gaussian plane-wave (GPW) 31 formalism, to 

treat the QM layer because it results in a good compromise between accuracy and computational time. The electron 

density was described by a Gaussian double-ζ valence polarized (DZVP) basis set and an auxiliary plane-wave cutoff of 

300 Ry, while core electrons were approximated by Geodecker–Teter–Hutter (GTH-PBE) pseudopotentials 32. 

The QM unit cell size defined as 33.23 Å × 24.20 Å × 27.43 Å comprised a total of 167 atoms with a neutral charge and a 

singlet spin multiplicity (Figure S7). On the other hand, the MM layer, which represented the remaining portion of the 

system, was treated with the same force field as that used in classical MD simulations.

Hydrogen atoms, link atoms,  completed valences at the boundary region implemented in the IMOMM scheme 33. Long-

range Coulomb interactions were approximated by the Gaussian expansion of the electrostatic potential method (GEEP) 
34 and we employed the smooth particle mesh Ewald (SPME) method 35 to compute electrostatic interactions. The scaling 

factors for 1-4 electrostatic and LJ interactions were scaled by a factor of 0.8333 and 0.5, respectively.

We got the LBFGS algorithm to sequentially optimize the system's geometry utilizing the mechanical and electrostatic 

embedding schemes. The optimized structure was then equilibrated in the NVT ensemble, setting the canonical sampling 
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through velocity rescaling (CSVR) thermostat 36 at 310.15 K for two ps and with a time-step of 1 fs. We used the CPPTRAJ 

algorithm of the AMBER 18 software 28 package to analyze the trajectories.

Figure S7: Left: Representation of the BaMt-I:POPC complex; Right: close-up view of the QM model used in the calculations. Protein residues are shown 

in pink sticks, the Ca2+ cofactor as an orange sphere, the substrate as green sticks, and the water molecules as CPK. Carbon is shown in pink, nitrogen 

in blue, oxygen in red, and hydrogen in white.

Steered Molecular Dynamics (SMD) 

We conducted two rounds of steered molecular dynamics (SMD) QM/MM MD of 5 ps each, with an integration time-step 

of 1 fs, for the single-water mechanism. Additionally, we described the reaction coordinates using two collective variables 

(CVs), CV1 = (d1 + d2) and CV2 = (d3 + d4), calculated by adding the values of the distances. An external-harmonic force 

constant of 200.0 kcal·mol−1 ·Å−2 and a target growth of ≈ 0.0007 Å·fs−1 was applied. We followed the same procedure for 

a second replica, in which the presence of a harmonic potential between Ca2+ and the carbonyl oxygen of the substrate 

POPC in the first one, was the sole distinction from the first replica.  

CV1 represents the water proton transfer to the catalytic His47 (d1 = Hwat - His47 Nδ) and the subsequent nucleophilic 

attack on the carbonyl carbon of the substrate (d2 = OWat - Cpopc). These distances were explored from their initial sum 

value (~ 5 Å) to the desired final sum value of 2 Å. This marks the first step of the reaction, effectively narrowing the 

distances. CV2 represents the break of the substrate C-O bond (d3 = Cpopc-Opopc) and the proton transfer from the His47 

to the substrate oxygen by stretching the distance between the His47 proton and the water’s oxygen (d4 = His47 NδH+-

Owat). These distances were explored from their initial sum value (~ 3.5 Å) to the desired final sum value of 7.5 Å, 

increasing the distances.

The same approach was used for the assisted-water mechanism. We employed two CVs, CV1 = d1 + d2+ d3 and CV2 = d4 − 

d5, to describe the reaction coordinates, and an external-harmonic force constant of 200.0 kcal·mol−1 ·Å−2, with a target 

growth of -0.00119976 for CV1 and 0.000737852 Å·fs−1 for CV2. 

CV1 represents simultaneously the deprotonation of the catalytic water (Wnuc) by the bridging water molecule (Wassist) 

(d1 = HWnuc – OWassist), the deprotonation of the latter by the His47 Nδ1 atom (d2 = HWassist - NHis47) and the nucleophilic 

attack by Wnuc on the carbonyl carbon of the substrate (d3 = OWnuc - Cpopc). These distances were explored from their 

initial sum value of 8.5 Å to the desired final sum value of 2.5 Å, decreasing the distances. CV2 represents both the 
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cleavage of the substrate’s C-O bond (d4 = Cpopc-Opopc) by stretching the bond and the transference of the proton to the 

substrate’s oxygen by the His47 (d5 = HHis47-Opopc) by shortening it. These distances were explored from their initial sum 

value (~ -0.6 Å) to the desired final sum value of ~ 3 Å.  

Umbrella Sampling (US)

We used the geometries produced along the SMD simulations to model the initial structures of the umbrella sampling 

(US) 37 simulations.

To compute the free energy profile along the reaction coordinates with umbrella sampling (US), CV1 and CV2 were 

defined as reaction coordinates (ξ1 and ξ2). In the single-water mechanism, ξ1 and ξ2 were spaced at 0.1 Å intervals (Δξ = 

0.1 Å), resulting in 80 US windows, half for each ξ. In the assisted-water mechanism, ξ1 and ξ2 were spaced at 0.2 Å 

intervals (Δξ = 0.2 Å), resulting in 31 and 19 US windows for ξ1 and ξ2, respectively. The starting configuration for each 

US window was derived from the prior SMD simulations considering those reference values. Additionally, we applied 

harmonic umbrella biasing potentials to the value of the CVs, centered at the reference values, with a force constant of 

50, 75, or 100 kcal·mol−1·Å−2. For each umbrella sampling window, the whole system underwent an equilibration step for 

4 ps followed by 16 ps of production with an integration time-step of 1 fs, corresponding to a total simulation time of 20 

ps. 

To ensure proper overlap between successive windows, additional windows were inserted when density gaps occurred 

at such intervals, and the process was iteratively repeated until there were no gaps.

We derived the free energy profile by merging all the US windows using the weighted histogram analysis method (WHAM) 
38. 

Free-energy and Potential of Mean Force (PMF) calculations

To calculate the potential of mean force (PMF), i.e., free energy profile, a dump frequency of 5 fs was used to retrieve 

the CV values of each window, disregarding the first 2.5 ps as equilibration.  

To estimate the energy profile error, a Bayesian bootstrapping analysis (100 bootstraps) was carried out. A convergence 

tolerance of 0.001 kcal·mol−1 was used employing a number of bins that doubled the number of independent simulated 

windows. 

The convergence of the profiles was assessed by collecting each umbrella-sampling data and computing the PMF over 

blocks of 2 ps with their overlap indicating consistency. Convergence was confirmed when the recalculated profiles 

overlapped, indicating that the results had stabilized and became consistent.

PyMOL (http://www.pymol.org) and VMD v1.9.3 39 were employed to visualize and render the molecular figures, while 

MatPlotLib 3.7.5 40 was used to create the analysis plots. Several Python libraries such as NumPy 1.24.4 41, Scipy 2.0.0 42, 

MDTraj 1.9.5 43, and MDAnalysis 2.4.3 44 were also used for trajectory analysis

http://www.pymol.org/
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Section III – Results and Discussion

Analysis of the svPLA2-membrane dynamic behavior 

We first analyzed the simulation trajectories to gain insight into the catalytic mechanism of svPLA2s. We further analized 

the system stability and, hence, the dynamics of the enzyme active site and the substrate POPC over the whole MD 

trajectory. Moreover, we carried out an in-depth analysis of the root-mean-squared deviation (RMSd), catalytic distances, 

radius of gyration (Rg), secondary structure, root-mean-square fluctuations (RMSF), radial distribution functions (RDFs) 

and hydrogen bonds, using GROMACS analytical tools (Figures S8-15).  The overall behavior observed across the different 

replicas was quite similar as shown in Figures S8-9, indicating consistency in the simulation results. However, some 

exceptions were noted regarding specific distances: Tyr51 OH – Asp89 Oδ1, His47 Nδ– Cpopc and Ca2+– COpopc. Given that REP5 

demonstrated greater stability and met all relevant distance criteria for subsequent mechanistic studies, it was selected 

for further analysis and mechanistic studies.

The bilayer's physical properties, i.e., the variations in the area per lipid (ΔAPL) and membrane thickness (ΔT) along the 

simulation, were calculated using the FATSLiM (Fast Analysis Toolbox for Simulations of Lipid Membranes) 45 tool (Figure 

S14). Analyses demonstrated that the protein-membrane system was fully equilibrated and stable in a catalytic 

conformation. The calculated structural properties were consistent with experimental measurements, confirming the 

accuracy and reliability of the modelled system.

Root-mean-squared deviation (RMSd)
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The RMSD was calculated for the protein backbone and the phospholipid substrate after aligning with the initial 

minimized structure. The RMSD profiles for the six replicates (REP1-6) are plotted in Figure S8. Overall, the backbone 

atoms remained stable throughout the 250 ns simulations, with RMSD values below 2.2 Å, within the crystal structure's 

resolution (2.54 Å). The first replicate was the exception. In the final 75 ns of the simulation, the latter had a nearly 1.0 Å 

increase of RMSD, while the other replicates promptly reached the equilibrium after 50 ns. The absence of significant 

shifts in the overall RMSD values helps to confirm the stability of the svPLA2 structure. 

On the other hand, the substrate RMSD (Figure S8) displayed a substantial increase of ca. 2.5 Å along the trajectory in 

REP1, 3, 4, and 6. Conversely, REP5 displayed a comparatively steadier RMSD profile, remaining at a constant value of 4 

Å. This may also suggest that throughout the 250 ns of the simulation, REP5 has a stronger and more stabilized 

svPLA2:POPC bond inside the active site cleft. These differences in the RMSD spectra might be due to the interaction 

between the phospholipid tails and the membrane and between the phospholipid headgroup (phosphate and choline 

groups) and the surrounding environment, namely the solvent. REP5 retains a more stable interaction with the 

membrane, whereas REP 1, 3, 4, and 6 RMSDs exhibit significant variations.
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Figure S8: Graphical representation showing the RMSD profiles and mean values of the protein (top) and the substrate (bottom) for REP1 (teal color), 

REP2 (red color), REP3 (pink color), REP4 (green color), REP5 (yellow color) and REP6 (purple color) during the course of the 250-ns MD simulation. The 

RMSD values of the substrate’s headgroups and acyl chains is also represented. Higher RMSD values imply low stability of the system.

Catalytic Distances
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Figure S9: Representation of critical amino acid residues distances of along the simulation time. Each color represents a different replica: REP1 (dark 

cyan), REP2 (red), REP3 (pink), REP4 (green), REP5 (yellow) and REP6 (purple).

According to the initial literature-described structure, Tyr51 engages in several interactions. Notably, it forms a π-stacking 

interaction with His47 and takes part in some hydrogen bonding interactions, including one between its nitrogen atom 

and the oxygen of His47 (NTyr51-OHis47), and another between its oxygen atom and the nitrogen of Lys55 (OTyr51-NLys55), 

with bond distances of 2.8 and 2.9 Å (Figure S9), respectively.

The mobility and dissociation of Tyr51 from its interaction with Asp89 observed both in the distance distribution (Figure 

S9) and in the RMSF (Figure S11) results of REP5, can be attributed to some dynamic changes in the local structural 

environment throughout the production phase. Thus, the secondary structure dynamics were monitored using the VMD 

timeline tool. This analysis was particularly focused on the region of the protein containing the third α-helix (α3) where 

Tyr51 is originally located. 
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Figure S10: Analysis of the conformational dynamics of Tyr51 on REP5. (Top) Secondary structure prediction for residues 45 to 55 along the simulation 

trajectory. The color code is as follows: Pink - α-Helix, Green - Turn, White - Random Coil. Tyr 51 is highlighted with a yellow box to facilitate observation 

of its secondary structure evolution. (Bottom) Analysis of the distance between the hydrogen atom of Tyr 51 (HTyr51) and the oxygen atom of Asp 89 

(OAsp89). The complementary figures provide snapshots illustrating the mobility of Tyr 51 and the presence or absence of the α-helix structure 

throughout the simulation.

Considering the results obtained in Figure S10, the secondary structure of the third α-helix region, underwent a transition 

into a more flexible state, a loop (represented by the green color) or a random coil (represented by the white color). This 

transition places Tyr51 between a loop and the α-helix structure (represented by the pink color), resulting in the exposure 

of Tyr51 to the surrounding environment. The loss of its native secondary structure, i.e., its helical integrity, facilitates 

the entrance and clustering of water molecules around this region, explaining the disruption of the OHTyr51-Oδ1Asp89 

interaction.



S18

Root-mean-squared fluctuations (RMSF) 

The root-mean-squared fluctuations (RMSFs) were also computed for each residue (Figure S11). It is clear from all the 

replicates that certain regions of the enzyme, including Phe18, Trp30, Arg42, Cys50-Arg64 (α3), Ser67-Ile75 (β-wing), and 

the C-terminus, exhibit higher structural fluctuations compared to other regions.

Figure S11: Graphical representation of the RMSF profiles for each replica: REP1 (teal color), REP2 (red color), REP3 (pink color), REP4 (green color), 

REP5 (yellow color) and REP6 (purple color) during the 250-ns MD simulation. The regions/residues that underwent more fluctuations are respectively 

colored in both the profiles (top) and in the protein ribbon representation (bottom).

These are functionally relevant regions, and it has been shown that the C-terminal region actively takes part in 

interactions with the bilayer membrane 46, 47, and thus, its flexibility is not unexpected. Thus, it is important to 

acknowledge that these fluctuations may, in part, be attributed to the presence of the substrate and interactions with 

the membrane. In line with the previous analysis, REP1 and REP2 exhibited much higher fluctuation peaks than the other 

four replicates, with RMSF values reaching 4.3 Å and 3.6 Å at position 60 (Lys60), respectively. 
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Radial distribution function (RDF)

Radial distribution functions (RDFs) were computed for the Ca2+, His48, Asp89, and substrate POPC residues, along with 

the determination of the hydration number surrounding the specified atoms, as illustrated in Figure S12. 

Figure S12: Radial Distribution Functions (RDF) depicting the spatial distribution of water molecules around Ca2+, His47, Asp89 and the substrate POPC, 

along with the cumulative values (dashed lines) representing hydration area coverage. Each color represents a different replica: REP1 (dark cyan), REP2 

(red), REP3 (pink), REP4 (green), REP5 (yellow) and REP6 (purple).

The RDF plots, regarding Ca2+-Wat interactions, show that the g(r) values corresponding to the first peak range from 1.2 

(REP2) to the very high value of 3.2 (REP3) and depict the chance of finding two and four water molecules at a separation 

distance of 2.7 Å, respectively. The hydration numbers were determined by the average number of water molecules 

within the distance of the first minimum shown in the RDF plots for the established contacts. Additionally, a notable 

second peak is observed around 3.3 Å, which is especially pronounced in REP3 (pink line). This peak corresponds to a 

hydration number of 7 and could potentially explain the observed instability in the Ca2+-binding loop region, as illustrated 

in the analysis of the catalytic distances (Figure S9). 

In the case of His48, a peak was observed at 2.0 Å featuring g(r) values ranging from 0.8 (REP5) to 1.2 (REP4) showing the 

probability of detecting one or two water molecules at that distance.

The Asp89-Wat radial distribution exhibits a peak at 1.75 Å with a g(r) value of 1.93 (REP1), 1.92 (REP2) and 1.89 (REP5). 

This pattern aligns with the results presented in Figure S9 and Figure S11, reinforcing the hypothesis that the loss of 

secondary structure makes it easier for water molecules to enter and destabilize the Asp89-Tyr51 bond. 
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Finally, RDF calculations for substrate POPC-Wat interactions reveal a peak at 1.7 Å, with g(r) values ranging from 0.36 

(REP5) to 0.60 (REP4). This indicates a low probability of finding a water molecule in proximity to the substrate.

Hydrogen bonds

The analysis of the hydrogen bond interactions between the enzyme and substrate during the trajectory, with a cutoff 

radius of 0.3 nm, has produced some insightful results (Figure S13). 

Figure S13: Violin plots summarizing the number of hydrogen bond interactions formed during MD simulation in REP1-6 between BaMt-I and the 

substrate POPC. Dashed lines represent the mean value of hydrogen bonds. Each color represents a different replica: REP1 (dark cyan), REP2 (red), 

REP3 (pink), REP4 (green), REP5 (yellow) and REP6 (purple).

The results revealed that one hydrogen bond forms between the protein and the substrate in more than 60% of frames 

across REP2 and REP5 trajectories. This well-known hydrogen bond, which involves the connection between the substrate 

POPC phosphate oxygen atom and the Gly29 amine group (HGly29-O14popc), is documented in the literature 48. In addition 

to this predominant interaction, the analysis revealed that the number of hydrogen bonds also fluctuated between 2 and 

3, occurring over a small fraction of the trajectory. These fluctuations correspond to interactions between the Gly29 

amine group and the POPC carbonyl group (HGly29-O31popc) and between the amine group of Lys60 and the substrate POPC 

phosphate oxygen atom (HLys60-O14popc). Notably, the importance of these interactions in the hydrophobic channel is 

acknowledged in the literature 48, 49.

Altogether, these interactions might be crucial for the stabilization of the POPC substrate in the active center. This 

assumption can be supported by the results displayed in Figure S9, where the Ca2+-O31popc distance has only remained 

constant in REP2 and REP5. 

In contrast, the remaining four replicas demonstrate a lack of hydrogen bonds along nearly the whole trajectory - more 

than 89%.  This absence of inter-molecular hydrogen bonds might have some repercussions on the stability of the 

svPLA2:POPC complex, highlighting, once again, the higher stability and suitability of REP5 for the study of the reaction 

mechanism.
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The overall behavior observed across the different replicas was quite similar as shown in Figures S8 and S9, indicating 

consistency in the simulation results. However, some exceptions were noted regarding specific distances: Tyr51 OH – 

Asp89 Oδ1, His47 Nδ– Cpopc and Ca2+– COpopc. 

Given that REP5 demonstrated greater stability and met all relevant distance criteria for subsequent mechanistic studies, 

it was selected for further studies.

Membrane Analysis

The impact of svPLA2 penetration on the integrity of the membrane model was analyzed by determining variations in the 

area per lipid (ΔAPL) and lipid bilayer thickness (ΔT) using the FATSLiM software. Results obtained for both properties 

were taken from the last 250 ns and are depicted in Figure S14.

Before the insertion of the protein, the area per lipid (APL) was around 63.05 ± 0.1 Å2. However, as the enzyme was 

progressively inserted into the membrane, APL increased across all replicas (Figure S14) when compared to the initial 

production step during membrane equilibration. The APL of the POPC:POPS membrane was found to be around 64.4 ± 

0.1 Å2, which is consistent with previously reported values ranging from 65 to 70 Å2 50-55.

Figure S14 – Membrane properties over the simulation time: Area per lipid (left) and membrane thickness (right); B) Deuterium order parameter profile 

of sn1 and sn2 acyl chains of the POPS (left) and POPC (right) lipids in each replica. SCD values around 1.0 indicate a completely ordered state of lipid 

moieties acyl chains, whereas values near 0 indicate a completely disordered state.

On the other hand, Figure S14B illustrates changes in membrane thickness during the MD simulations, showing a 

decrease in thickness in the presence of svPLA2 when compared to the membrane equilibration stage (39.4 ± 0.1 Å2). 

This is likely due to the interaction of the svPLA2:POPC complex with the membrane, which induces membrane 

deformation by insertion, increased APL and subsequently thinning.

Therefore, the increase in APL upon svPLA2 insertion onto the membrane surface allows for the relaxation of lipid acyl 

chains, displacement of phosphate headgroups and thinning of the membrane. These results are well within the range 

of values reported in both computational and experimental studies 50-55, demonstrating a remarkable correlation. This 

indicates that the physical characteristics of the POPC:POPS lipid bilayer were described with a high level of accuracy.

To unravel the potential influence of membrane interactions on the structural dynamics of BaMt-I, the distance between 

the c.o.m of the Lys7, Arg63 His47, and Tyr51 atoms and the c.o.m of the bilayer normal along the z-axis was also 
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measured (Figure S15). This analysis sought to elucidate whether interactions with the membrane could contribute to 

the observed destabilization of the enzyme's secondary structure around Tyr51. As such, the other residues were used 

for control. The side chain of the Tyr 51 is positioned at an average distance of 9 Å from the bilayer center, which 

corresponds to a location close to the headgroup/tail interface. The side chain of the catalytic His47 residue is located 

approximately 12 Å from the center, corresponding to an area above the bilayer surface. However, it is buried on the 

floor of the active site cleft, away from the protein's surface.

Consequently, there was no significant deviation from its side chain's initial position (Figure S15).  This aligns with the 

PLA2's X-ray structures, which show a deep active site slot of around 15 Å that can accommodate around half of a 

phospholipid molecule's length 56. Through a comparative analysis of these features and further analysis of Tyr51's 

surroundings, it was found that Tyr51 establishes some contacts with the oxygen atoms (O13 and O14) in the phosphate 

groups of POPC125 and POPC126. This further explains the loss of secondary structure in this area (Figure S10), as well 

as the loss of the interaction between the Tyr51OH and the Asp89Oδ1 atoms, aligning with both the distance (Figure S9) 

and the RMSF (Figure S11) analysis.

Figure S15:  Average z-distance between Lys7, Arg63, His47 and Tyr51 each atom's center of mass (COM) and the lipid bilayer's normal. The membrane 

plane was defined by averaging the z-coordinates of the lipid's phosphates within approximately 15 Å of each residue. Solid lines show the z-distance 

at the end of the production time (250ns), whereas dashed lines show the initial z-distance of each atom COM. to the membrane before this production 

step.
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Figure S16: Surface charge distribution of the binding surface of BaMt-I. The electrostatic potential surface was calculated using PyMOL 2.0 APBS plugin. Negative, positive, non-polar, and polar residues are colored in 

red, blue, light green and yellow. In the right panel, positive residues are shown in blue, hydrophobic in green, and neutral hydrophilic in yellow. The positive patch at the left is composed of the Lys58 and Lys60. The 

∊-ammonium group of the former establishes hydrogen bonds with the sn-3 phosphate of the productively-bound POPC (shown in green sticks) in the hydrophobic channel. The red and blue colors indicate regions of 

negative and positive electrostatic potential on the surface, respectively, with potential values varying between ±3 kT/e. The color white corresponds to neutral potential.
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Figure S17: A multiple sequence alignment of both basic and acidic svPLA2 enzymes, as well as their homologue counterparts (PLA2-like-K49), was conducted for 70 sequences. Residues were colored according to 

their physicochemical properties. Hydrophobic residues were colored green, positively charged residues blue, and negatively charged residues red, aromatics in dark green and hydrophilic in orange. Additionally, the 

consensus sequence (most frequent residues) and the residues occupancy (presence or absence of gaps) are shown. A black dashed box shows the residues that belong to the hydrophobic knuckle present in the PLA2-

like-K49 enzymes.
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Figure S18: Histograms depicting the distributions of configurations sampled within the US windows for the CV1 of the single-water mechanism in REP1 

and REP2.

Figure S19: Histograms depicting the distributions of configurations sampled within the US windows for the CV2 of the single-water mechanism in 

REP1 and REP2.



S27

Figure S20: Cumulative free energy profiles across different time blocks of 2 ps along ξ1 reaction coordinate within the single-water pathway over 

time in both replicas. 

Figure S21: Cumulative free energy profiles across different time blocks of 2 ps along ξ2 reaction coordinate within the single-water pathway over time 
in both replicas.
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Figure S22: Histograms depicting the distributions of configurations sampled within the US windows for both CV1 and CV2 of the assisted-water 

mechanism.

Figure S23: Cumulative free energy profiles across different time blocks of 2 ps along the ξ1 reaction coordinate within the assisted-water pathway 

over time.
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Figure S24: Cumulative free energy profiles across different time blocks of 2 ps along the ξ2 reaction coordinate within the assisted-water pathway 

over time.

Figure S25:  Average atomic distances of key catalytic residues along the ξ1 reaction coordinate (top, left) and the ξ2 reaction coordinate (top, right) 

of the umbrella sampling simulations for the single-water mechanism; Table with the mean and standard deviation values for each stationary point 

(bottom).   
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Figure S26: Average atomic distances of key catalytic residues along the ξ1 reaction coordinate (top, left) and the ξ2 reaction coordinate (top, right) of 

the umbrella sampling simulations for the assisted-water mechanism; Table with the mean and standard deviation values for each stationary point 

(bottom).  
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