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S1. Present day environmental impacts due to aviation

The net monetized environmental (climate and air quality) impact of aviation in 2019 based on 
the OAG global flight schedule is estimated to be 410 billion USD per year. The total fuel 
burned by the fleet is 258 Tg. Therefore, the net monetized environmental impact is ~1600 
USD/tonne of fuel burned. Climate related impacts account for 68% of these damages while 
degraded air quality accounts for the rest. Figure S1 shows the contribution of the emitted 
species to aviation’s environmental impact. See section S9 and the Methods section of the main 
paper for details on the monetization approach taken.

Figure S1: Annual environmental costs (air quality and climate) due to the civil aviation fleet in 2019
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S2. Target aircraft class
Using the methods described in the Methods Section of the main paper and the 2019 OAG global 
flight schedule we find that civil aviation in 2019 burned 258 Tg of fuel. We find that 114 Tg 
(i.e., ~44%) of this fuel burn occurs on Boeing B737 and Airbus A230 family of aircraft on 
routes of less than 3000 nmi (see Figure S2) making this the most important segment for which 
to design zero-impact solutions. This, therefore, is chosen as our target market and an aircraft of 
220 seats, 3000 nmi range, and cruise Mach number of 0.80 is used for our zero-impact aircraft 
design. 

         
                                       (a)                                                                              (b)
Figure S2: Fuel burn by flight distance, categorized by aircraft seat number. (a) shows all flights in the 2019 
schedule data, while (b) shows only includes flights on Airbus 320 and Boeing 737 family aircraft on routes of 
less than 3000 nmi. These flights account for 44% of the total fuel burn.
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S3. Present day environmental impacts of the target aircraft class
Figure S3 shows the present-day distribution of aviation’s environmental impacts quantified for 
the target market segment. The net monetized environmental impact (consisting of air quality 
and climate impacts) attributable to the target market is ~177 billion USD per year. The net-
climate impacts accounts for ~124 billion USD per year (~70% of the total) and the air quality 
impacts accounts for ~53 billion USD per year (30% of the total). 

The components with the largest contribution are CO2, contrails, and NOx. CO2 emissions 
account for 86% of the net climate impact and ~61% of the total environmental impact of 
aviation. Contrails account for 22% of the net climate impact and 16% of the total environmental 
impact. Note the sum of contrail and CO2 impacts on climate are greater than 100% since 
aviation attributable aerosols result in a negative RF (cooling). Aviation emissions of NOx 
account for ~96% of the air quality impact and 28% of the total environmental impact. We note 
that while the effective radiative forcing (ERF)* associated with contrails can be ~1.7 times1 the 
RF due to aviation CO2, the climate impact integrated into the future of CO2 emissions is ~3 
times the contrail related climate impact (see S1). This is due to the long atmospheric lifetime 
(hundreds of years) for CO2 compared to contrails (which only last for several hours).
In addition to the above impacts, short-term forcers such as aviation attributable NOx and SOx 
have a negative radiative forcing (cooling), accounting for approximately 7.5% of the total ‒
environmental impact. Furthermore, black carbon (BC), unburnt hydrocarbons (HC) and carbon 
monoxide account for <2% of the net environmental impact.

Figure S3: Monetized environmental impacts of present-day aviation in the market currently served by the 
Boeing 737 and Airbus A320 family. Error bars represent the 95% confidence interval of the total 

environmental impact. 

* The instantaneous radiative forcing (RF) is calculated assuming the temperature of the atmosphere is held fixed 
everywhere, while the effective radiative forcing (ERF) allows the land and atmospheric temperatures to adjust to 
the new radiative forcing but assumes that the ocean conditions are held fixed. This is meant to capture the 
equilibration of all “fast” processes. See Lee et al [1] and Myhere et al [2] for further discussion. 
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S4. Life cycle costs and emissions from LH2 and SAF production

The following tables outline the assumptions and inputs used to calculate the cost of fuel 
production and the lifecycle emissions associated with the production of the two fuels considered 
in this work. We assume the exclusive use of renewable electricity from solar and wind for the 
production and transportation of liquid hydrogen (LH2) and power-to-liquid (PtL) fuel to 
minimize the lifecycle GHG emissions. The required electricity generation to support low-carbon 
fuel production for a fleet of ZIA aircraft (over 2000 TWh annually) is assumed to be developed 
for low-carbon fuel production purposes without grid integration, given the scale of required 
electricity.

Table S1 details the cost assumptions used under two technological lenses, an advanced 
technology lens that assumes rapid technological improvement between present day and 2050 
and a moderate technology lens that assumes a slower pace of technological improvement. The 
levelized cost of electricity (LCOE) and capacity factors (CF) of utility scale photo-voltaic cells 
and on-shore wind energy are taken from the National Renewable Energy Laboratory (NERL) 
Annual Techonology Baseline (ATB) dataset [3] for the year 2050 assuming best available 
locations (Class 1) for both solar and wind energy.

Cryogenic LH2 fuel necessitates changes to the infrastructure used for refuelling at airports. The 
choice of refuelling infrastructure depends on a particular airport’s demand profile and layout. 
The fuelling costs used in this work are $0.073 – $0.084 per kg of hydrogen [4]. Approximately 
two-thirds of the annualized cost is associated with capital while operation costs account for the 
remaining third. The capital cost accounts for the cost of cryogenic hydrogen tanks, cryopumps, 
trucks, pipes, and dispenser capital costs. See Abel and Allrogen [4] for further details and 
breakdown. 

As a comparison for Jet A prices and the total operating costs, data from the IATA [5] is used. 
Taking the Jet A price from 2004 to 2019 leads to an average price of 0.56 USD per L jet fuel 
with a standard deviation of 0.17 USD per L. Total non-fuel operating costs were found at 1.43 
USD per L Jet A (standard deviation of 0.19 USD per L of fuel). These costs are combined and 
compared to the total operating cost of the ZIA aircraft by assuming only the fuel cost is 
sensitive to a change in fuel. 

Table S1: Cost assumptions used in quantifying the fuel production pathway costs for expected year-2050 
technology levels. LCOE is the levelized cost of electricity, CF is the capacity factor and O&M refers to the 
operating and maintenance costs.

Value
Units

Advanced Moderate
Source

LCOE $/kWh 0.010 0.017Electricity 
generation 

Photo-
voltaic cells CF % 37 33

NREL ATB [3]
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LCOE $/kWh 0.010 0.020On-shore 
wind CF % 58 51

Electrolyzer
capital cost $/kW 150 450 Mayyas et al 

[6]

Investment costs $/tonne 
CO2 /year 812 2170 Hanna et al [7]

CO2 capture
O&M costs $/tonne 

CO2
11.9 23.3 Hanna et al [7]

Fischer-Tropsch capital cost $/kW 300 300 Falter et al [8]

Transmission line 
capital

millions of 
$/mile 2.3 9.3

Saadi et al and
 d'Amore-

Domenech et al 
[9,10]Electricity 

transmission
Converter station

millions of 
$ per 

station
367.2 367.2 EIA [11]

Hydrogen fueling costs $/kg 0.073 0.084 Abel and 
Allroggen [4]

Table S2 summarizes the energy demand associated with the various steps of the fuel production 
pathways considered here. 

Table S2: Energy efficiency and losses in the fuel production processes steps for expected year-2050 
technology levels.

Value
Process Component Units

Advanced Moderate
Source

H2 production Electrolyzer 
efficiency % 80 67 IEA [12]

CO2 capture Electricity 
demand

kWh/tonne 
CO2

286 444 Hanna et al [7]

Liquefaction Specific 
energy kWh/kg 4.4 5.9 Aasadnia and 

Mehrpooya [13]
Transmission 

loss % 3.5 3.5 EIA [11]HVDC 
electric 

transport Conversion 
station loss % 0.60 1.0 EIA [11]
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Table S3 outlines the emission intensities of the fuel production processes. Emission intensities 
that are provided for 2020 in the literature are decreased by 50% to model a cleaner 
manufacturing value chain in 2050. This is consistent with the approach taken in the ICAO 
Report on the feasibility of a long-term aspirational goal (LTAG) for international civil aviation 
CO2 emissions reduction [14].

Table S3: Emission intensities of electricity generation and other processes, including embodied emissions. All 
values that were provided for 2020 or earlier have been reduced by 50% relative to the indicated sources to 
estimate the emission intensity in 2050 to account for decarbonization in the manufacturing value chain. DAC 
plant embodied emissions shown are for with or without material recycling as reported by Deutz and Bardow 
[15].

Process Units Value Source
Photo-voltaic cells gCO2e/kWh 22 Kim et al [16]Electricity 

generation On-shore wind gCO2e/kWh 2.2 Razdan and 
Garrett [17]

Electrolysis PEM embodied 
emissions gCO2e/kgH2 60 Bareiß et al [18]

Liquefaction Liquefaction plant 
embodied emissions gCO2e/kgH2 50

Assumed similar 
plant embodied 

emissions as Fuel 
conversion

DAC adsorbent 
emission intensity

gCO2e/kgCO2 
captured 13

CO2 capture
DAC plant embodied 

emissions
gCO2e/kgCO2 

captured [3.0, 8.0]

Deutz and 
Bardow [15]

Fuel conversion
Fischer-Tropsch and 

rWGS embodied 
emissions

gCO2e/L jet fuel 30 Falter et al [8]

Electricity 
transport

HVDC construction 
embodied emissions gCO2e/kWh 1.25 Arvensen et al [19]
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The calculated total electricity demand for each pathway is detailed in Table S4. The LH2 
pathway has a ~32% lower electricity demand per unit fuel energy (LHV basis) than the 
production of PtL SAF. Given the lifecycle emissions intensity of wind electricity assumed here 
(see Table S3) of 2.2 gCO2e/kWh (= 0.61 gCO2e/MJ), electricity demand accounts for ~1 
gCO2e/MJ fuel energy for LH2 (and 1.5 gCO2e/MJ fuel energy for the PtL-SAF.

Table S4: Derived mean electricity demand (LHV basis) for each fuel production pathway. Electricity 
demand for production of hydrogen in the LH2 pathway also accounts for the transmission losses incurred 
during the HVDC transport of electricity and AC/DC conversion.

Units Production of gaseous H2 Liquefaction Total

kWh/MJ 0.41 0.043 0.46LH2

MJ/MJ 1.49 0.15 1.64

Units Production of gaseous H2 DAC of CO2 Total

kWh/MJ 0.64 0.037 0.68PtL-SAF

MJ/MJ 2.30 0.13 2.43
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S5. Aircraft design
A multi-disciplinary design and optimization approach derived from the Transport Aircraft 
System Optimization (TASOPT) [20,21] code is adopted to design and optimize the aircraft for 
the target market (3000 nmi range, 220 passengers and cruise Mach number of 0.8). Use of non-
traditional configurations such as the D8 lifting fuselage and cruise Mach number reductions 
could result in further performance improvements [21] but are not the focus of this work. (This is 
on the basis that the introduction of PCEC and a turboelectric powertrain, potentially along with 
a cryogenic fuel, is already a huge technological step that is unlikely to be combined with 
unconventional configurations. Furthermore, the potential scale of impact of fuel lifecycle, 
contrail avoidance, and PCEC on environmental impacts is significantly greater than 
aerodynamic and aerostructural improvements – although those will remain important.) The 
overall configuration of both aircraft is chosen to be a tube-and-wing design. This allows the use 
of 2D viscous/inviscid coupled CFD and structural sizing based on beam bending theory. The 
following sections detail the models used for the aircraft components.

S5.1. Design of cryogenic liquid hydrogen tanks
The zero-impact aircraft (ZIA) system fueled by liquid hydrogen (LH2) needs an aircraft design 
that is compatible with the LH2 fuel. LH2 has ~2.73 times the specific energy relative to Jet A 
(120 MJ/kg vs 43 MJ/kg for Jet-A/ SAF) but only has ~25% of volumetric energy density of Jet 
A. The storage of cryogenic hydrogen in aircraft, therefore, presents unique challenges due to the 
low volumetric energy density. Liquid hydrogen is more likely to permeate through the fuel 
container walls, presenting an additional design challenge [22]. Appropriate insulation is also 
required to ensure acceptable boil-off rates. 

Due to its low density [23], foam-based insulation is assumed in this analysis. Brewer [24] 

recommended a foam-based insulation configuration in which the inner metal wall of the tank is 
enclosed by two layers of foam separated by a vapor barrier to prevent permeation between the 
layers. A composite fairing applied on the outer wall of the tank, separated from the foam layer 
by another vapor barrier, prevents damage from the surroundings as shown in Figure S4 below.

Figure S4: Cross-sectional illustration of the cryogenic liquid hydrogen tank
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The key requirement for the structural metal wall is to be as lightweight as possible while having 
a high yield strength to withstand the load. Furthermore, the tank wall must not be prone to 
embrittlement while in contact with the LH2. Aluminum 2219 alloy is chosen for its low density 
and high strength characteristics with a limited stress of 172.4 MPa under ultimate design 
conditions, as well as a density of 2825  at a cryogenic temperature of 20 K. The insulating 𝑘𝑔/𝑚3

material needs to have a low thermal conductivity, good mechanical strength, and light weight. A 
polymethacrylimide foam (Rohacell) satisfies these criteria with a density of 35.24  and a 𝑘𝑔/𝑚3

thermal conductivity  between 5 and 35 m  depending on the temperature and is used in 𝑘, 𝑊/𝑚𝐾
this analysis. A multilayer sandwich consisting of a Mylar layer, followed by two Aluminium 
layers, another Mylar layer, and a polymer (Darcon) or glass net fabric (MAAMF), is used as the 
vapor barrier between the foam and fairing layers [23]. The MAAMF vapor barrier used in this 
configuration has a surface density of 0.225  with a thickness of ~0.015 mm. Finally, the 𝑘𝑔/𝑚2

composite fairing applied on the outside has a surface density of 1.304  with a thickness of 𝑘𝑔/𝑚2

~16 mm.

The aluminum wall of the tank is sized using standard pressure-vessel analysis. In this analysis, a 
1.5 bar pressure difference is assumed across the walls of the pressure vessel. A factor of safety 
of 2 is applied to make the tank burst-resistant [24], which is consistent with the ASME Boiler 
and Pressure vessel code, used by Barron [25]. A 10 cm clearance from the fuselage, and a weld 
efficiency  of 90% to account for weld joints in the tank is assumed. An ullage allowance of 𝜂𝑤𝑒𝑙𝑑

10% by volume of fuel [25] is assumed. 

In order to estimate the hydrogen boil-off rate from the tank, a thermal resistance model is used 
to calculate the rate of heat transfer between the liquid hydrogen and the ambient. An additional 
heat transfer factor of 1.3 is multiplied to the heat transfer rate to account for heat leaks from 
pipes and valves [26].
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S5.2. Loss models in electric machines 
Figure S5 illustrates the permanent magnet electric machines used to model the electric motors 
and generators. 

Figure S5: Schematic of permanent-magnet electric machines used in this work.

The rotor of the electric machine is sized based on the maximum tip speed of the rotor, which is 
limited to 250 m/s and a rotor angular speed determined from the shaft speed. A simplified 
magnetic circuit [27] is used to determine the magnetic flux density in the air gap for a given air 
gap thickness the rotor and stator back iron are subsequently sized such that the magnetic flux 
density does not exceed the saturation flux density of the material. The laminations are assumed 
to be made from M-19 steel. The efficiency of the machine is calculated by accounting for core 
losses (due to eddy currents and hysteresis), windage loss in the rotor and ohmic losses in the 
conductors. 

The efficiency of the motor is calculated by quantifying the losses in the machine for any given 
operating condition. The total loss is the sum of the windage loss in the air gap, the ohmic loss in 
the conductors and the core losses in the ferromagnetic material. The windage loss is calculated 
using the air gap Reynolds number and average turbulent friction coefficient in the air gap by 
using a flat plate flow approximation. The core losses are comprised of the hysteresis losses in 
the ferro-magnetic material and the eddy current losses in the teeth, rotor, and stator back iron. 
The core losses are modeled using the Steinmetz equation with empirical coefficients which 
were derived based on data [28]. The core losses are sensitive to the material properties as 
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detailed below.  The ohmic losses in the armature windings are calculated assuming copper wires 
and a prescribed armature temperature of ~90°C. The loss models used to calculate the 
performance of the variable speed generator and motor used in the power train are summarized 
in the Table S5 below.

Table S5: Loss models used to estimate the performance of the permanent magnet electric machines. 

Loss component Physical loss process Model

Windage loss Power lost due to fluid 
viscosity in the air gap

𝑄𝑤𝑖𝑛𝑑 = 𝐶𝑓 × 𝜋𝜌𝑎𝑖𝑟𝜔3𝑅4
𝑔 × 𝑙𝑠𝑡𝑘

Ohmic loss
Power dissipated in 
the conductors through 
electrical resistance

𝑄𝑜ℎ𝑚𝑖𝑐 = 𝐼2 × (2𝑅𝑝ℎ)

Core loss

Power dissipated in 
the iron through 
hysteresis and eddy 
currents modeled by 
the Steinmetz equation

𝑄𝑐𝑜𝑟𝑒 =  𝑚𝑠𝑏𝑖(𝑘𝑒𝑓2𝐵 2
𝑠𝑏𝑖 + 𝑘ℎ𝑓𝐵 𝛼

𝑠𝑏𝑖) +  𝑚𝑡𝑒𝑒𝑡ℎ(𝑘𝑒𝑓2𝐵 2
𝑡𝑒𝑒𝑡ℎ +   𝑘ℎ𝑓𝐵 𝛼

𝑡𝑒𝑒𝑡ℎ )

The key difference in modeling the generator and the motor is in power conversion – the 
generator converts mechanical shaft power to electrical power while the motor converts electrical 
power into mechanical shaft power. These are calculated as follows:
𝑃𝑔𝑒𝑛, 𝑒𝑙𝑒𝑐 = 𝑃𝑔𝑒𝑛,  𝑠ℎ𝑎𝑓𝑡 ‒ 𝑄𝑔𝑒𝑛, 𝑡𝑜𝑡𝑎𝑙,
𝑃𝑚𝑜𝑡, 𝑠ℎ𝑎𝑓𝑡 = 𝑃𝑚𝑜𝑡,  𝑒𝑙𝑒𝑐 ‒ 𝑄𝑚𝑜𝑡, 𝑡𝑜𝑡𝑎𝑙,

where  and  are the generator and motor electrical power,  and  𝑃𝑔𝑒𝑛, 𝑒𝑙𝑒𝑐 𝑃𝑚𝑜𝑡,  𝑒𝑙𝑒𝑐 𝑃𝑔𝑒𝑛,  𝑠ℎ𝑎𝑓𝑡 𝑃𝑚𝑜𝑡,  𝑠ℎ𝑎𝑓𝑡

are the generator and motor shaft power and  is the total power loss in the respective electric 𝑄
machines.

The core losses of the machine can be further reduced by using state-of-the-art materials such as 
Vacoflux48 or Hiperco20 which could significantly reduce the core losses relative to M19 steel. 
Higher torque densities could also be achieved due to the higher saturation flux density of 
Vacoflux48 of 2.0T that could result in a smaller, torque dense machine.
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S5.3. Turbo-electric powertrain
Figure S6 shows a schematic of the turbo-electric powertrain. The aircraft are powered by two 
gas turbine engines located in the aft section of the fuselage. Each gas turbine delivers shaft 
power to two variable speed electrical generators which use a rectifier to convert the alternating 
current (AC) to a direct current (DC) output for transmission. Use of two generators per gas 
turbine core provides redundancy while allowing each generator to be sized for a cruise power of 
~2.5 MW (see Table S6 for peak power). The DC transmission cables are sized following 
existing methods [29]. The DC power is converted to AC by inverters that power the electrical 
motors located on the wing of the aircraft. The electrical motors provide shaft power to low 
pressure ratio podded propulsors. Each gas turbine also powers boundary layer ingesting ducted 
fans via an epicyclic gearbox that are integrated into the aircraft fuselage. A thermal 
management system is required to remove waste heat from the system for both aircraft. For ZIA-
LH2 the cryogenic fuel is used to cool the variable speed generators located at the aft of the 
aircraft (that are in proximity to the LH2 fuel tanks and the gas turbine where the fuel will be 
burned) while the motors and inverters located on the wing require an active thermal 
management system. All waste heat due to electrical components in the ZIA-SAF is assumed to 
be removed by an active thermal management system.

Figure S6: Turbo-electric powertrain schematic. Exhaust gases from the gas turbine core is fed into the post-
combustion emissions control system (not shown). The larger ducted fans are integrated into the aft section of 
the fuselage while the smaller podded propulsors are distributed across the wings.

Component weights are analytically calculated for the electric generators and motors. The weight 
of the nacelles and ducted propulsors are calculated using the semi-empirical methods in 
TASOPT [21] and Sagerser et al [30]. A simplified weight model following Hall et al [29] is 
used to calculate the weight of the gas turbine core while the inverters and rectifiers are assumed 
to have a specific power of 19 kW/kg in line with on-going projects [29,31]. The thermal 
management systems are assumed to have a specific power of 13 kW/kg [29]. Table S6 
summarizes key performance metrics of the powertrains for both the ZIA-SAF and the ZIA-LH2.
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Table S6: Powertrain performance details for ZIA-SAF and ZIA-LH2. Design point values are specified 
unless otherwise stated.

ZIA-SAF ZIA-LH2
Generator

Design power [kW] 2350 1500
Peak power [kW] 4430 2670
Specific power [kW/kg] 10.7 10.6
Design efficiency [%] 97.0 97.0
Ohmic loss [kW] 4.10 2.81
Windage loss [kW] 7.60 4.70
Core losses [kW] 59.2 37.8
Shaft length [m] 0.45 0.29
Diameter [m] 0.37 0.37

Motor
Design power [kW] 1080 700
Peak power [kW] 2100 1260
Specific power [kW/kg] 9.80 9.52
Design efficiency [%] 97.3 97.3
Ohmic loss [kW] 2.50 1.85
Windage loss [kW] 3.22 1.99
Core losses [kW] 23.8 15.2
Shaft length [m] 0.20 0.13
Diameter [m] 0.40 0.40

Gas turbine core and fans
 𝜋𝑓𝑎𝑛,𝑎𝑓𝑡 1.30 1.30

 𝜋𝐿𝑃𝐶 3.0 3.0
 𝜋𝐻𝑃𝐶 11.8 12.7
 𝑂𝑃𝑅 46.0 49.5

Thermal efficiency [%] 50.2 52.4
Core thrust fraction [%] 2.5 2.8
Aft fan thrust fraction [%] 39.5 65.4
Wing mounted fans thrust fraction [%] 58.0 31.8
Core size [kg/s] 1.09 1.40
Core size [lbm/s] 2.40 3.08
Core physical mass flow [kg/s] 11.1 14.7
Core physical mass flow [lbm/s] 24.6 32.4
Aft fan diameter [m] 1.78 2.45
Wing mounted fan diameter [m] 1.10 0.88

Catalyst
Cell density [cells per square inch] 900 900
Cell wall thickness [m] 5.08e-5 5.08e-5
Frontal flow area [m2] 7.27 11.2
Reacting channel length [cm] 1.25 1.25
Gas residence time [ms] 1.70 2.20
deNOx at design point [%] 99.0 99.0
deNOx at takeoff [%] 93.4 94.0
Catalyst Damköhler number, Da 1700 1500
Total weight of PCEC systems [N] 2450 2760
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S5.4. Post combustion emissions control
The post-combustion emissions control system is designed based on Prashanth et al [32] and is 
summarized here. A selective catalytic reduction approach is used with anhydrous ammonia (NH3) 
sprayed upstream of the catalyst. The lumped parameter model [33] shows that the efficiency of 
NOx removal in the catalyst is a function of the local Sherwood number  and Damköhler 𝑆ℎ(𝑧 ∗ )
number ( ),𝐷𝑎

𝑑𝑒𝑁𝑂𝑥 = 1 ‒ exp ( ‒ 4
𝑧 ∗

∫
0

𝐷𝑎 × 𝑆ℎ
𝐷𝑎 + 𝑆ℎ

𝑑𝑧 ∗ ),

where ,  is the diffusion coefficient of NO,  is the axial distance along the 𝑧 ∗ = (𝑧𝐷𝑁𝑂)/(𝑢𝑑2) 𝐷𝑁𝑂 𝑧
catalytic channel,  is the local flow velocity and  is the hydraulic diameter of the channel. The 𝑢 𝑑
Damköhler number is defined as the ratio of the rate of chemical reaction at a catalytic site to the 
mass transfer rate,

𝐷𝑎 =
𝑘𝑐𝑑

𝐷𝑁𝑂
,

𝑘𝑐 = 𝑘𝑁𝑂𝐷𝑒𝑓𝑓,𝑁𝑂,

where  is the effective reaction rate, is the chemical reaction 𝑘𝑐
𝑘𝑁𝑂 = 1.28 × 1011exp ( ‒

22400
𝑅𝑇 ) 𝑠 ‒ 1

rate [34] at the catalytic site in units of .  is the effective diffusion of the gases through 𝑠 ‒ 1 𝐷𝑒𝑓𝑓,𝑁𝑂

the catalytic wash coat.  Figure S7 shows the deNOx as a function of non-dimensional distance , 𝑧 ∗

there is little variation in performance for .𝐷𝑎 > 100

Figure S7: deNOx versus non-dimensional distance z* for different Da.
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S5.5. Resulting aircraft design

The LH2 and SAF aircraft obtained using the multi-disciplinary design optimization outlined 
above are shown in Figure 1 of the main text. Figure S8 and Figure S9 below show the weight 
buildup of both the LH2

 and SAF aircraft. 
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The operating empty weight (OEW) of the ZIA-SAF is 22% higher than for an optimized Boeing 
737-800 [20] without PCEC due to the change in configuration (increased wingspan, turbo-
electric powertrain, thermal management system, PCEC components). The fuel weight of the 
ZIA-LH2 is ~43% of the fuel weight of the ZIA-SAF and is the reason the MTOW of the ZIA-
LH2 is lower than the ZIA-SAF. The operating empty weight (OEW) of the LH2 aircraft is ~11% 
higher than the SAF aircraft primarily due to the cryogenic LH2 tanks. The turbo-electric power 
train in both aircraft is ~32% larger than the two LEAP-1B power plants on the Boeing 737-
MAX. The mass of the post-combustion emissions control systems (including the catalyst and 
auxiliary systems such as ammonia storage tanks, pumps etc.) are estimated to be 280 kg for the 
ZIA-LH2 and 250 kg for the ZIA-SAF. A tube and wing configuration was chosen for both 
aircraft as shown in Figure 2 of the main text. A double-bubble fuselage like the D8 could result 
in additional performance benefits through secondary effects enabled by the lifting double-
bubble fuselage.

Figure S10 below shows the drag areas of the ZIA-LH2 and ZIA-SAF. The overall drag area of 
the ZIA-LH2 is ~20% larger than that of the ZIA-SAF – the larger fuselage of the ZIA-LH2 
required to accommodate the LH2 tanks increases the fuselage drag area by ~50%. The ZIA-SAF 
aircraft has a lift-to-drag ( ) ratio of 19 which is ~27% higher than the ZIA-LH2 (  = 15) 𝐿/𝐷 𝐿/𝐷
and ~19% higher than that of an optimized 737-800 [20] (  = 16) primarily due to the 𝐿/𝐷
increased wingspan. The lack of wing bending relief due to the absence of fuel in the wings of 
the ZIA-LH2 results in increased wing root bending moment that leads to smaller aspect ratio 
wings relative to the ZIA-SAF (which benefits from wing bending relief due to fuel stored in the 
wings). This leads to a ~28% increase in induced drag for the ZIA-LH2 relative to the ZIA-SAF.
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S6. Contrail avoidance
In our contrail avoidance simulations, we constrain the maximum fuel burn penalty of contrail 
avoidance for any flight to be no larger than 5% relative to the same mission without contrail 
avoidance. A Uniform-Cost Search algorithm is used to minimize the cost function below,

cost =  (contrail length) ×  𝛼 +  (fuel burn) × (1 ‒  𝛼),

where α is a trade-off parameter that varies between 0 and 1, indicating the relative weighting 
between contrail length and fuel burn. It uses a weighted graph with different costs (i.e., weights) 
along the edges to find the lowest-cost path between two nodes on the graph. The airspace 
between the two airports is discretized into a two-dimensional grid. One dimension is the altitude 
discretized by flight levels at 2000 ft intervals. The other dimension is the distance travelled from 
the origin airport along the great circle path, with the discretization set to 250 nautical miles. 
Although the airspace is discretized to only two dimensions, the nodes on the graph include an 
additional dimension. Each node is characterized by (1) the aeroplane’s altitude, (2) its distance 
from the origin airport taken along the great circle path, and (3) the aeroplane’s gross weight. A 
similar approach was taken by Gao and Hansman [35]. 

The contrail length estimates for any given flight are determined based on data from the ERA5 
dataset provided by the European Centre for Medium-Range Weather Forecasts. Aircraft 
performance metrics are calculated using the aircraft design and optimization tool described 
above and in the main paper. In addition, we obtain the engine exhaust temperature and the fuel-
to-air ratio to be used for the PCC calculation. The airplane design introduces an altitude ceiling 
above which the airplane cannot operate (assumed to be the altitude where the climb rate is less 
than 100 ft/min), and that limit is accounted for in the contrail avoidance simulation. The total 
fuel capacity of the aircraft is used to limit the maximum fuel that can be used for contrail 
avoidance.

We simulate our contrail avoidance by randomly sampling flights from the 2019 global flight 
schedule, for flights that were operated by the Boeing 737 or the Airbus A320 family of aircraft. 
The flight schedule accounts for ~23 million flights. Random sampling is continued until the 
values for fleet-wide contrail length reduction and the fleet-wide fuel burn penalty converge. We 
could that our results converged when the sample size approached ~3000 unique flights. The 
sample values are then generalized to the fleet. The fleet-wide fuel burn penalty is calculated by 
dividing the sample’s total fuel burn when performing contrail avoidance by the sample’s total 
fuel burn without contrail avoidance.

Figure S11 shows the reduction in contrail length (as a percentage of total distance flown) from 
the baseline trajectory (without contrail avoidance) as a function of the increase in fuel burn 
required to fly the modified trajectory.
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Figure S11: Contrail avoidance trade-off between contrail length and additional fuel burn for ZIA – LH2 and 
SAF designs while constraining the maximum fuel burn penalty for any individual flight to be <5% (relative 
to the same mission without contrail avoidance. The fleet average contrail length is shown as a percentage of 
the total fleet average distance flown, while the fuel burn increase is the fleet average increase in fuel relative 
to a scenario where no contrail avoidance is performed.

Results in Figure S11 and the Main paper are for a constrained case where the fuel penalty 
incurred by any individual flight is no greater than 5%. The reduction shown above is measured 
from each design’s respective baseline contrail length that would be formed if no contrail 
avoidance were to be used. Without contrail avoidance, the ZIA-SAF forms contrails over 6.6% 
of the distance flown, whereas ZIA- LH2 forms contrails over 8.2%. With contrail avoidance, the 
contrail length drops to 1.8 % and 2.7% of the distance flown for ZIA-SAF and ZIA- LH2 
respectively. The fleet-wide fuel burn penalty associated with the above contrail avoidance is 
less than 1.0% for both ZIA-SAF and ZIA- LH2. This represents the additional fuel required by 
the entire fleet, including flights that do not form contrails or perform contrail avoidance. 

Considering only the section of the fleet that performs contrail avoidance, the averaged fuel burn 
penalty is 2.1% for both ZIA-SAF and ZIA-LH2, while the maximum fuel burn penalty incurred 
by an individual flight is 16% for ZIA-SAF and 13% for ZIA- LH2. See S9.2 for details on how 
contrail RF is estimated for the use of LH2 and SAF. Further optimization using an objective 
function of contrail forcing rather than contrail length is also possible, which would result in 
lower tradeoffs. However, given the fuel penalty is only ~1% and we are addressing the full 
aircraft-energy-operational lifecycle this further optimization is considered more appropriate to 
specialized studies. This also allowed for broader comparison with the literature to add 
confidence to our estimate. 
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S6.1. Sensitivity to baseline trajectory
In our contrail avoidance simulations, we quantify the effects of rerouting aeroplanes above or 
below regions of the atmosphere where contrails are expected to form and persist. Specifically, 
we consider the contrail length reduction and the fuel burn penalty, which are both measured as a 
percentage relative to the baseline. The choice of the baseline influences the interpretation of the 
results, as it can either magnify or reduce the relative changes. Our baseline trajectory is a 
vertically wind-optimized trajectory that is laterally fixed to the great circle route. The wind-
optimized baseline takes advantage of tailwinds to reduce the mission fuel burn.  

However, flights deviate from the great circle path due to air traffic congestion or to avoid areas 
of turbulence or to reduce flight time and fuel burn by making use of strong tailwinds. Therefore, 
we evaluate the sensitivity of our results to the choice of the baseline lateral route by using real 
flight track data collected from Automatic Dependent Surveillance-Broadcast (ADS-B) via the 
OpenSky database. We compare the contrail length, contrail length reduction, and fuel burn 
penalty from two contrail avoidance simulations run on the same set of flights. One simulation 
extracts the lateral route from the ADS-B data, while the other uses the great circle route. In both 
simulations, the lateral route is fixed when performing contrail avoidance, and only altitude 
changes are applied. We use our ZIA-SAF design in this comparison study and find a <0.1% 
difference in the fuel burn penalty, and 0.4% difference in the contrail length reduction.

S6.2. Comparison with other literature
The contrail avoidance trade-off presented here is comparable to results from other studies [36–
40]. Most of these studies include lateral diversions as part of their contrail avoidance strategy. 
This allows for a greater contrail length reduction but with higher fuel burn penalties. 
Furthermore, some of these studies are limited in the number of flights considered and in their 
geographical, seasonal, and diurnal distributions. By taking a random sampling approach (see 
Methods) our contrail avoidance simulation provides more confidence in generalizing our trade-
off results and applying them to the entire global fleet.
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Figure S12: Comparison of contrail length reduction and fuel burn penalty tradeoff with existing literature.
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S7. CO2 capture and storage 
Direct air capture (DAC) of CO2 is used as a source of carbon in the Power-to-Liquid (PtL) 
sustainable aviation fuel (SAF) production pathway as it has no known adverse air quality 
impacts [41] assuming the use of clean electricity. Additionally, DAC is also used to capture 
atmospheric CO2 to reach net-zero climate impact by addressing the residual emissions in the 
ZIA systems that are prohibitively expensive to avoid – residual lifecycle emissions in the fuel 
production and contrails that are infeasible to avoid.

We assume that the DAC plants are powered by renewable electricity (see Section S4) with the 
same assumptions used as in the fuel production. Given the investment and operating costs 
outlined in Section S4, we estimate the cost DAC is between $112 and $341 per tonne of 
captured CO2 using wind powered electricity. Note that while we use the baseline investment 
cost form literature the costs are calculated using a consistent LCOE, CF, and WACC.

We additionally use a transportation cost [42] of ~18-30 $/tonne of CO2 and a storage cost of 
~$8 per tonne of CO2 stored in geological formations per the IPCC Special Report on CCS [42]. 

The storage deployment potential for CO2 in geological formations in 2050 is estimated to be 5 
GtCO2 (5000 Tg) per year [42]. Storage in geological formations is also likely to retain 99% of 
the stored CO2 for over 1000 years [42] making DAC with storage effective in offsetting the 
residual climate impacts from the ZIA system.

We also note that the theoretically available storage capacity for CO2 is likely between 8,000 and 
55,000 GtCO2 [43] which exceeds the estimated storage requirements under the IEA Sustainable 
Development Scenario over the period 2020 – 2070 [44]. However, the costs associated with the 
scale up of storage and practical accessibility of this storage capacity is uncertain and the 
availability of storage differs considerably across regions which can lead to broader socio-
economic challenges of decarbonizing by CCS.

Alternate storage methods such as enhanced weathering, ocean fertilization, bioenergy with 
carbon capture and storage have not been considered in this work and may present additional 
opportunities [45]. 
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S8. Changes to Direct Operating Costs (DOC) and comparison of biomass-
derived SAF against PtL SAF and LH2 

We calculate the cost associated with the transition to a ZIA system based on a biomass-derived 
SAF in addition to the PtL SAF and LH2 fuels presented in the main paper. We choose the 
hydroprocessed esters and fatty acids (HEFA) from waste fats, oils and grease (FOG) feedstock 
as the comparative biomass-derived SAF. We estimate the cost of producing HEFA FOG based 
jet fuel using a triangular distribution between 0.60 and 1.2 $/L jet A equivalent with a mode of 
0.90 $/L based on the literature [45]. A lifecycle emissions index of 16.5 gCO2e/MJ is assumed 
based on Staples et al [46] and is similar to the values reported under CORSIA [47].  

Figure S13a shows that the change in direct operating costs for the HEFA FOG SAF is 11% 
higher than that of conventional aircraft fueled by jet A (compared to 22% higher for PtL SAF). 
The increase in direct operating costs of all three alternate fuels (HEFA FOG, PtL FOG and LH2) 
are within 11-22% relative to conventional aircraft using jet A. 

Figure S13b shows that the biomass-based SAF requires a greater reliance on atmospheric CO2 
removal since the fuel lifecycle GHG emissions of the HEFA FOG SAF are ~2.9 times that for 
the PtL SAF (see main paper).

While HEFA FOG based SAF has a cost advantage over PtL and LH2 (which drives the lower 
societal costs) they are limited by feedstock availability [46]  and may not be able to satisfy the 
energy demand of aviation.
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Figure S13: Annual direct operating costs (a) and total societal costs (b) in billions of USD for conventional 
aircraft fueled by jet A (with and without the use of CCS) as well as ZIA with different fuels. A HEFA FOG 
based SAF, a synthetic PtL SAF and LH2 are shown.

Figure S14 below shows the annual direct operating costs (which consists of the cost associated 
with flying operations, maintenance, and depreciation and amortization of the aircraft capital 
cost) for the various systems considered here. In this work we have not quantified the change in 
aircraft research and development, manufacturing, or maintenance costs due to the LH2 tanks, or 
PCEC systems. This will increase the non-fuel DOC (which is currently approximately evenly 
divided between labor, maintenance, and ownership costs). The first three scenarios shown: 
conventional aircraft using jet A fuel used in the present-day system, conventional aircraft with 
jet A fuel and CCS to have net-zero climate impacts, and conventional aircraft powered by the 
proposed PtL SAF with CCS, all have similar total societal costs. The ZIA systems can reduce 
the total societal cost by 43-50%.
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Figure S14: Cost of zero-impact air transport system in terms of (a) the direct operating costs per annum 
(includes the fuel and non-fuel direct operating costs, and the cost of CCS). Changes to non-fuel direct 
operating costs due to maintenance and staff etc. are not estimated and (b) total societal cost per annum 
(includes climate and air quality externalities, cost of fuel production and cost of required CCS). 
Conventional aircraft refers to the current fleet of B737s and A320s.

Advancements in sustainable alternate fuels for aviation have also resulted in “high-energy-
density renewable jet fuel” with compositions such as reported by Rosenkoetter et al via the 
cycloaddition of isoprene [48]. They report an increase in specific energy of ~2.4% with respect 
to conventional Jet A. While innovations in fuel composition are important and can help improve 
the operational performance their impact on the net environmental costs in isolation is limited as 
calculated below.

As a sensitivity case we consider a fuel composition that results in a 10% decrease in mission 
fuel requirements (all else remaining constant, i.e., no redesign of the airplane and propulsion 
system this corresponds to an approximate 10% increase in the fuel specific energy relative to Jet 
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A). Assuming that the impact on contrails and other non-CO2 impacts are negligible, we find that 
the use of the high-energy density fuel results in ~5% benefit relative to the baseline biomass 
based SAF with lower lifecycle GHG emissions as shown in Figure S15 below.

Figure S15: Environmental impact of advanced high-energy density drop-in SAF used in conventional 
present-day aircraft compared against the use of baseline SAF and Jet A fuels.
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S9. Climate and air quality impact calculation

Climate impacts are quantified using Aviation environmental Portfolio Management Tool-
Impacts Climate (APMT-IC) with three key updates to Grobler et al [49].

S9.1. Updates to APMT-IC
First, we update the contrail radiative forcing (RF) values with the recent aviation climate 
assessment in Lee et al [1]. We use a triangular uncertainty distribution with a minimum value of 
20.9 mW/m2, mid value of 69.78 mW/m2, and upper bound of 118.62 mW/m2 for the distance 
flown in 2006 based on the current literature [50–53]. The effective radiative forcing to radiative 
forcing (ERF/RF) ratio, which represents the temperature change per unit of forcing as compared 
to CO2, is also adjusted by applying a triangular uncertainty distribution with a mid-value of 
0.417, minimum value of 0.31 and maximum value of 0.59 based on results by Bickel et al [54], 
Ponater et al [55], and Rap et al [56]. 

The second update adjusts our NOx-methane forcing pathway to additionally account for the 
additional impact of methane’s short wave radiative forcing [1,57]. This results in a 14% 
reduction in our NOx-methane net radiative forcing for the same quantity of NOx emissions. 

The third update aligns the estimated costs of global warming with more recent climate damages 
cost function from Howard and Sterner [58]. For a 2% discount rate and RCP2.6 and SSP2 
background scenarios (that are consistent with a decarbonized future the estimated social cost of 
carbon in 2020 is 246 USD2020/tonne of CO2 (90% confidence interval 61.4 to 624). Similarly for 
a 3% discount rate, RCP4.5 and SSP1 the social cost of carbon in 2020 is 158 USD2020/tonne 
CO2 (90% confidence interval 46.4 to 352). This result is in line with recent global social cost of 
carbon estimates in literature, which range between 80 and 805 USD [59–61].

S9.2. Accounting for contrail radiative forcing from the use of LH2 and SAF
Furthermore, to account for differences in contrail impacts from the combustion of SAF and LH2 
relative to conventional Jet A fuel we adapt the contrail forcing values in APMT-IC. These 
differences in contrail radiative forcing are due to changes in the water vapor emissions index, as 
well as the particle number emissions index. For SAF and LH2 the water vapor emissions index 
is assumed to increase by a factor of 1.09 and 2.6 per unit fuel energy respectively [62,63] 
relative to Jet A. This increase in water vapor emissions increases the frequency of contrail 
formation, since the additional water vapor increases the range of atmospheric conditions 
(temperature and humidity) under which contrails can form [64,65]. Secondly, a decrease in 
particle emissions is also expected for both these fuels. For SAF, a 53% to 95% reduction in 
particle emissions is assumed based on the literature [66–69]. While zero particle emissions are 
expected from the use of LH2, the presence of ambient particles (equivalent to1012 to 1013 per 
kilogram of fuel burned (26)) will result in the formation of contrails. Direct particle emissions 
(SAF scenario) and particles from ambient air (LH2 scenario) form the nuclei on which the ice 
crystals condense. A change in particle number concentration therefore results in contrails with 
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fewer but larger ice crystals, which settle out to lower altitudes where it is warmer and evaporate 
faster. This decreases the optical depth and the lifetime of the contrail [62]. 

We account for the change in contrail radiative forcing in the ZIA-SAF and ZIA-LH2 cases by 
applying a correction factor to the contrail RF of contrails formed while using conventional Jet A 
fuel based on the limited literature on the RF of LH2 contrails. In order to capture the uncertainty 
in these studies we sample the correction factor from a distribution based on the literature that is 
then used in the Monte Carlo simulations in AMPT-IC.

In the ZIA-LH2 case we use a triangular distribution with a central value of 0.85 (consistent with 
the central results of Marquart et al [70] and Ponater et al [55]) and lower and upper bound range 
of 0.1 to 1.6 (which captures the uncertainty range from Marquart et al [70] and Grewe et al 
[71]). Similarly for ZIA-SAF we use a triangular distribution with a central value of 0.58 and 
lower and upper bound range of 0.19 to 1.18 based on values from the literature [63,72,73]. Here 
we assume these adjustments can be made independently of the contrail avoidance estimation, 
but this independence has not been addressed in literature. 

S9.3. Emissions
We derive fuel burn and emissions for the schedule file using the current fleet of the Boeing 737 
and Airbus 320 aircraft. We do not forecast future flight schedules but use the current 2019 flight 
schedule for both the conventional present-day fleet as well as the proposed ZIA-LH2 and ZIA-
SAF fleet. Fuel burn for the conventional fleet is calculated with the Base of Aircraft Data 
(BADA) version 3.15 dataset. CO2 and H2O emissions are computed using emissions indices as 
listed in Brasseur et al [74]. Well-to-tank life-cycle CO2 emissions are taken as 16 gCO2e/MJ in 
line with ICAO CORSIA standard. Sulfur emissions are based on an assumed fuel sulfur content 
of 600 ppm. NOx, carbon monoxide (CO), and unburned hydrocarbon (HC) emissions are 
derived using the Boeing fuel flow method 2 [75]. Soot emissions are derived using the FOX 
method [76]. 

Non-LTO fuel burn and emissions for the hydrogen aircraft are calculated using the aircraft 
design code and calculated as a function of flight level and aircraft mass. LTO fuel burn and NOx 
emissions are derived following the same approach as conventional aircraft. Water vapor 
emissions are calculated assuming stoichiometric combustion, leading to 9 kgH2O/kgH2. Since 
hydrogen does not contain any fuel sulfur nor result in any carbon related emissions, the mass of 
SOx, soot, CO, NMVOC, and CO2 emissions are set to zero. 

Fuel burn and NOx emissions for the SAF aircraft are derived using the same methodology as the 
hydrogen aircraft. Here we assume soot emissions indices are between 4.9% and 47% of the 
conventional aircraft soot emissions based on the range in literature [66–69]. For CO and 
NMVOC we assume the same emissions indices as for conventional fuel. Water vapor emissions 
per unit mass are increased by a factor 1.11 to account for the additional hydrogen content of 
paraffinic jet fuel [63]. Since the carbon content of the PtL SAF consists entirely of atmospheric 
CO2, the release of CO2 during the direct (in-flight) combustion of the fuel is offset over its 
lifecycle. Therefore, the “tank-to-wake” (TTW) emissions for the ZIA-SAF and ZIA-LH2 
aircraft in Table S7 and S8 is zero. The “well-to-tank” (WTT) emissions are however not zero.
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To ensure our reference cases and ZIA cases carry the same payload for the same distance, we 
adjust the emissions of the SAF and LH2 aircraft cases to match the payload-distance product 
(seat-km) from the B737 and A320 schedule. This is necessary since the flights in the schedule 
occur on aircraft with between 100 and 240 seats, while the aircraft in this study have 220 seats 
each. This resulting adjustment factor is 0.766.
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Table S7 shows the fleet level fuel burn and emissions for the aircraft considered in this work. 
The NOx emissions are reduced by ~98%, and sulfur emissions are eliminated in the ZIA cases. 
The water vapor emissions from SAF are similar to that of the reference case (within 1.5%) the 
water vapor from the LH2 aircraft is increased by a factor 2.6.  

Table S8 shows the fleet wide fuel burn and emissions after accounting for contrail avoidance. 
These emissions results are used to calculate the climate and air quality impacts in the paper. We 
assume a LHV of 43.2 MJ/kg for Jet-A fuel and 44.1 MJ/kg for the SAF. 
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Table S7: Fuel burn and emissions from the different aircraft fleets without contrail avoidance. Here CO2 emissions only account for fossil CO2 
emissions. *TTW is the tank-to-wake emissions and WTT is the well-to-tank emissions.

Fuel burn 
[Tg]

Fuel 
energy 

[1012MJ]

TTW* 
Fossil 
CO2
[Tg]

H2O
[Tg]

NOx
[Tg]

Soot
[Gg]

SOx
[Gg]

NM
VOC
[Gg]

CO
[Gg]

WTT* fossil 
CO2e
[Tg]

Comparison:
Jet-A B737 & A320 114 4.94 361 141 1.80 7.93 0.14 79.5 626 79.1

ZIA: SAF aircraft 80.7 3.56 0.00 111 0.040 1.48 0.00 57.3 451 20.2

ZIA: Hydrogen aircraft
33.4 4.01 0.00 301 0.039 0.00 0.00 0.00 0.00 9.2

Table S8: Contrail avoidance adjusted fuel burn and emissions from the different aircraft fleets. Here CO2 emissions only account for fossil CO2 
emissions. *TTW is the tank-to-wake emissions and WTT is the well-to-tank emissions. The electricity demand is calculated based on the electric 
intensity of the fuel production pathways as shown in Table S4. The required land area is calculated using NREL reported average direct land area use 
for on-shore wind production based on data from the United States [77]. 

Fuel burn 
[Tg]

Fuel 
energy 

[1012MJ]

TTW* 
Fossil 
CO2
[Tg]

H2O
[Tg]

NOx
[Tg]

Soot
[Gg]

SO2
[Gg]

NM
VOC
[Gg]

CO
[Gg]

WTT* 
fossil 
CO2e
[Tg]

Electricity 
demand
[TWh]

Required 
direct land 

area for 
wind [km2]

Comparison:
Jet-A B737 & 
A320

114 4.94 361 141 1.80 7.93 0.14 79.5 626 79.1 - -

ZIA: SAF aircraft 81.6 3.60 0 112 0.040 1.50 0.000 58.0 456 20.4 2430 1910

ZIA: Hydrogen 
aircraft 33.8 4.05 0 304 0.040 0.00 0.00 0.00 0.00 9.3 1850 1460
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S9.4. Air quality and climate impacts
Figure S16 shows the detailed contribution of various species to the climate and air quality 
impacts. Replacing the conventional aircraft in the target market with the ZIA-SAF and ZIA-LH2 
systems result in a 92% and 90% reduction in climate impact respectively. The ZIA-SAF and 
ZIA-LH2 systems also result in a 96% and 98% reduction in air quality impact respectively.

Figure S16: Detailed breakdown of climate and air quality impact for conventional aviation, ZIA-SAF and 
ZIA-LH2 systems
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S9.5. Sensitivity case: results for PV derived fuels

Figure S17: Changes in total societal impact factors for fuels derived using solar PV electricity.
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S9.6. Sensitivity case: climate and air quality impacts for different discount rates
Figure S17 and S18 show the environmental costs (climate and air quality) for discount rates of 
3% (Figure S17) and 7% respectively (Figure S18).

Figure S18: Climate and air quality impacts for a 3% discount rate

Figure S19: Climate and air quality impacts for a 7% discount rate
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S10. Feasibility of ZIA systems under present day assumptions

The assumptions used in the main results show in the main text and above are based on the 
renewable energy (i.e., wind and solar based systems) assumptions detailed in Section S4. These 
values are based on the forecasts in 2050 and are as such uncertain. In this section we consider 
the sensitivity of our central results to factors external to today’s aviation industry namely the 
LCOE and CF for energy production and the embodied emissions in the fuel production 
pathways. Tables S9 and S10 summarize the assumed values below.

Table S9: Cost assumptions used in quantifying the fuel production pathway costs based on present day 
assumptions for LCOE and CF.

Value
Units

Advanced Moderate
Source

LCOE $/kWh 0.033 0.052Photo-
voltaic cells CF % 34 21

LCOE $/kWh 0.026 0.066
Electricity 
generation 

On-shore 
wind CF % 50 26

NREL ATB [3]

Table S10: Emission intensities of electricity generation and other processes, including embodied emissions. 
DAC plant embodied emissions shown are for with or without material recycling as reported by Deutz and 
Bardow [15] treated as upper and lower bounds here.

Process Units Value Source
Photo-voltaic cells gCO2e/kWh 44 Kim et al [16]Electricity 

generation On-shore wind gCO2e/kWh 4.4 Razdan and 
Garrett [17]

Electrolysis PEM embodied 
emissions gCO2e/kgH2 120 Bareiß et al [18]

Liquefaction Liquefaction plant 
embodied emissions gCO2e/kgH2 100

Assumed similar 
plant embodied 

emissions as Fuel 
conversion

DAC adsorbent 
emission intensity

gCO2e/kgCO2 
captured 25

CO2 capture
DAC plant embodied 

emissions
gCO2e/kgCO2 

captured [6.0, 16.0]

Deutz and 
Bardow [15]

Fuel conversion
Fischer-Tropsch and 

rWGS embodied 
emissions

gCO2e/L jet fuel 60 Falter et al [8]

Electricity 
transport

HVDC construction 
embodied emissions gCO2e/kWh 2.5 Arvensen et al [19]
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Figure S20 below shows the resulting cost and GHG emissions associated with the production of 
LH2, and PtL SAF for the ZIA systems proposed in the main text. We find that the cost of 
producing the fuels under present day assumptions outlined above is approximately twice as high 
as year 2050 assumptions used in the main text (see Figure 1 of the main text) for a wind-based 
system. Furthermore, the associated GHG emissions under present day assumptions for a wind-
based system are 14.3 gCO2e/MJ for the PtL SAF (~83% reduction relative to Jet A) and 6.9 
gCO2e/MJ for LH2 (~92% reduction relative to Jet A). 

Figure S20: LH2 and PtL SAF (a) costs in dollars per liter of jet fuel energy equivalent using present day 
(2021) LCOE and CF for wind and solar PV energy and (b) lifecycle GHG emissions in gCO2e per MJ. Error 
bars represent the upper and lower bounds of costs and emissions that result from the technological and 
economic assumptions. Dashed black lines in panel (a) show the 2.5 – 97.5 percentile range of the jet A price 
from 2004-2019 and the dashed red line shows the price of jet A at time of writing. Embodied CO2 in panel 
(b) represents the CO2 emitted in the construction and setup of the process plants in each process. 

We use the above calculations to quantify the change in total societal cost (sum of the monetized 
climate and air quality impacts, the cost of fuel, and CCS) associated with the ZIA system is 
26% and 6% higher than the present-day system for the SAF and LH2 systems respectively. The 
increase in societal cost is because the cost of CCS (mean cost of ~$545 per tonne of CO2) and 
fuel costs (see Figure S20) outweigh the monetized benefit of near-zero climate and air quality 
impacts under these set of assumptions. This highlights the critical need for renewable energy to 
truly enable the near-zero impact systems detailed in the main text – including technology 
development and scale-up to reduce the LCOE of renewable energy in line with forecasts such as 
the NREL ATB for 2050. 
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